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For Metropolis, compute \( \min \left( 1, \frac{p(\theta^*|y)}{p(\theta|y)} \right) \)

For Metropolis-Hastings, compute \( \min \left( 1, \frac{p(\theta^*|y) J(\theta|\theta^*)}{p(\theta|y) J(\theta^*|\theta)} \right) \)

Always compute log-density, never the density
Thus compute \( \exp \left( \log p(\theta^*|y) - \log p(\theta|y) \right) \), etc.

Don’t say \( \alpha = 0.65253 \) (unless the standard error is really 0.00002)
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Your guesses

- Zach: $\delta = 0.93$, $\Sigma = \begin{pmatrix} 2 & 0.2 \\ 0.2 & 20 \end{pmatrix}$
- Wei: $\delta = 2.5$, $\Sigma = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$
- Michael: $\delta = 1.2$, $\Sigma = \begin{pmatrix} 0.9 & 0 \\ 0 & 0.7 \end{pmatrix}$
- Kristen: $\delta = 1.0$, $\Sigma = \begin{pmatrix} 2.0 & 0.5 \\ 0 & 2.3 \end{pmatrix}$
- Gustavo: $\delta = 0.5$, $\Sigma = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$
- Vince: $\delta = 1.05$, $\Sigma = \begin{pmatrix} 2.0 & 6.4 \\ 6.4 & 47.0 \end{pmatrix}$
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My guess

- Look at posterior distribution
- (Approx) optimal Metropolis:
  - Take the posterior covariance matrix and multiply it by $2.4^2/d$.
    That is, scale the posterior ellipse by $2.4/\sqrt{d} = 2.4/\sqrt{2} = 1.7$.
    From a glance at the posterior distribution,
    $\text{sd}(\alpha|y) \approx 1, \text{sd}(\beta|y) \approx 3, \text{corr}(\alpha, \beta|y) \approx 0.7$.
    So try $\Sigma_{\text{jump}} \approx 1.7^2 \left( \begin{array}{ccc} 1^2 & 1 \cdot 3 \cdot 0.7 & 1 \cdot 3 \cdot 0.7 \\ 1 \cdot 3 \cdot 0.7 & 3^2 & 3 \cdot 0.7 \\ 1 \cdot 3 \cdot 0.7 & 3 \cdot 0.7 & 0.7^2 \end{array} \right) = \left( \begin{array}{ccc} 3 & 6 & 26 \\ 6 & 26 \end{array} \right)$.
- Guess at approx optimal shift:
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Building, understanding, and checking the model
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- Logistic model for \(\Pr(\text{death})\)
- Prior distribution for the logistic regression coefficients
- Discuss extensions to the model
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