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1. Write the joint posterior density (up to a multiplicative constant)
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Tuning the algorithm
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- Objective function to optimize
- Trying different tuning parameters
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