Criticality in Epidemic Models

Epidemic models often exhibit the so-called
threshold phenomena, or quantitatively differ-
ent behavior above and below criticality. In
general, below criticality the major epidemic is
impossible or unlikely, whereas when the re-
productive number is above one, a major epi-
demic is possible. We will describe the final
outcome of the infection spread for several epi-
demic models in both subcritical and supercrit-
ical cases.



Reed-Frost Model

S— 11— R

o (St I;) = state at time ¢t =0,1,2,...

St = # susceptible at time ¢
I; = # infected at time ¢

e 1 unit time incubation period

recovery time
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Reed-Frost Model

e p=1— g = probability of encounter
for any (S,1) pair

= S-person at time ¢t remains S att+1
w/prob. gt

= Sy41 ~ Bin(Sy, ¢'t)
Ii41 = 5t — St41

e (So,1p) = (n,m)
epidemic continues until

r=inf{t: I; = 0}

e S —=F#£ susceptibles that avoid infection
K=n4+m-—5;
= Igp+ 11 + I» + ... = total damage
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Reed-Frost Model

Distribution of S;7 (= K7)

o Let m = Iy =o0(n), and

g=c N = p=0(mn"1)
= E(#contacts) ~ fixed

—> in the beginning

I;41 ~ Bin (St, 1— e_)‘lt/">
~ Bin(n, A\Iy/n)
~ Poisson(\1;),
so that
I;4 1~ sum of I; indep. Poisson(\) r.v.’s



Reed-Frost Model

e Initially, Ip, 11, Io,... IS = G-W process
w /offspring ~ Poisson(\)

e Such G-W process is

A < 1 = subcritical

— progeny is finite (known Lap. tnsf.)
A > 1 = supercritical

= w/prob. ¢ <1
progeny is finite (known Lap. tnsf.)
w/prob. 1 —o™
I; gets large, G-W approx. breaks



Reed-Frost Model

When A > 1 w/prob. 1 —¢™ both S; and I;
are large, LLN gives

Siy1 = Sig"t
Ip1 = Se(1 —q't)

st = St/n, it =It/n=s0=1ig= "= p

St41 = spe N
i1 = st(1 — e M)
and

_ 1. e Miotint) — A1Fu—sc0)

Soo



Reed-Frost Model

K=Ip+ 11 + 1>+ ... = total epidemics

m — K—n(l-ssx0) .
o If n —>,LL>O 7 \/n(l—soo) N(Oal)

o If " — =0 =
— A< 1= K ~ progeny of G-W process

—A>1=

* w/prob. ¢™ K ~ progeny of G-W

. m K—’I’L(l—Soo) .
x w/prob. 1 —o (o) » N(0,1)




General epidemic process

e Continuous time, Sog =n, Ipg=m

e Again S — I — R w/transition probabilities
conditional on (St I;) = (S, 1)
Py ((Siqn Iign) = (S—, T+ 1)) = 0SIh + o(h)
Pt ((St—l—halt—l—h) — (S,I — 1)) — p[h —|— O(h)

Pt ((Sppns Lign) = (S, 1)) =
= 1—60SIh — pIh+ o(h),

all other transitions w/prob. o(h)



General epidemic process

Sellke's beautiful coupling argument
wlog take 6§ = 1

Index S-indiv. by ¢ and I-indiv. by j,
sol<i<nand1l<j3<m.

{li }n - “resistance to infection”

1=
by <oy < ... <l - order statistics
i.i.d. Exp(1).

{A}m - “infectious period” for I-indiv.
JJj=1

{’r@- }:L_ - Y“infectious period” for S-indiv.
i.i.d. Exp(p).

T(k) — Ty if l(k) — lz'



General epidemic process

e Originally infected remain for ?j time units

e S-indiv. indexed ¢ accumulates “exposure”
at rate I; at time ¢

e When “exposure” > I, = S —1
then stays infected for r; time units
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General epidemic process

e v — number of new infections

o If l(l) > Z;nzl ?j then v =0

else S-indiv. with [y is infected and v > 1

e Induction

m k-1
z/—|—1=min{k:l(k) > Z ?j"_ Z ?(Z)}

j=1 1=1
if inequality doesn’t hold for Vk then v = n.
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General epidemic process

Processes indexed by k

Theorem. If n; — oo, pp. — o0, and

nkexp{—nk_l_mk} b, 0 <b < o0,
Pk

then Si(o0) = ng — v, —p Poisson(b).

Let R =", 7+ ¥, 79 total exposure.
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General epidemic process

Outline of the proof
p=o(n+m)
Almost birth-and-death process

Death-rate to birth-rate is
ply p < p _
SiI; e(ln+m)

n {St > e(n + m)}

Prob. of extinction with S(co0) > e(n + m)

< Prob. of extinction with D-B ratio ¢

= ¢ — 0.
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General epidemic process

Outline of the proof (cont'd)

e Most people become infected, LLN gives

R~ Z?’“\j—I-ZF(i)zn_l_m
j=1 '

=1 P

n+m
0

S(o0) = #of [;'s > R~
_n+m
~ Bin (n,e P >

~ Poisson(b).
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General sampling procedure

(So,Ig) = (n,m).

I-person draws size of contacts ~ p
p = (po,P1,P2;---), moments = (A, o?)

I; contacts all at time t: {S¢} U {I}}

U, = # of susceptibles after £ samplings.

Up=Sog=n,lg=m
KtIIO—|—11—|—...—|—It=n—|—m—St

Ccan recover

St+1 = Uk, It = St — St41
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General sampling procedure

e [ he process runs until I; =0

= St = S¢4+1, and therefore

Kt:n+m—st:n+m—st+1
=n—+m — Uk,

for the first time.

o Let Vi, =Up, —nwF, (w=1-X\/n)

2 moments 4+ tightness show that

{n_1/3Ym2/3} = oWy
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General sampling procedure

The outcome of an almost critical epidemic
Martin Lof (1998)

e Total epidemic K = ) ; I; = first time when
U hits n +m — k, or equivalently when
n — U, —k hits —m

e Let A =1+ a/nt/3 and m = nl/3, same
as

nl/3 (at —t?/2 + O(n_1/3)) —Y, 23
hits —bnl/3 simplifies to

Wi hits b4 at — t2/2 ~ T.

e Finally, recall K = n2/3T.
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