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Training Data for a Logistic Regression Model 
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Suppose we use a 
cutoff of 0.5… 
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More generally… 

misclassification rate: 
b + c 

a+b+c+d 

sensitivity: 
   a 
a+c 

(aka recall) 

specificity: 
   d 
b+d 

predicitive value positive: 
   a 
a+b 

(aka precision) 
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Suppose we use a 
cutoff of 0.5… 

sensitivity:                          = 100% 
   8 
8+0 

specificity:                         = 75% 
   9 
9+3 
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Suppose we use a 
cutoff of 0.8… 

sensitivity:                          = 75% 
   6 
6+2 

specificity:                         = 83% 
   10 
10+2 



•  Note there are 20 possible thresholds 

•  ROC computes sensitivity and specificity 
for all possible thresholds and plots them 

•  Note if threshold  = minimum 

 c=d=0 so sens=1; spec=0 

•  If threshold  = maximum 

 a=b=0 so sens=0; spec=1 
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•  “Area under the curve” is a common measure of 
predictive performance 

•  R library “verification” has roc.area and roc.plot: 

•  Squared error also used: S(yi-yhat)2 

 also known as the “Brier Score” 

roc.area(c(1,0,1,0,1,0),c(0.9,0.6,0.4,0.7,0.8,0.1)) 
$A 
[1] 0.7777778 
$n.total 
[1] 6 
$n.events 
[1] 3 
$n.noevents 
[1] 3 
$p.value 
[1] 0.2 


