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Overview

* Brief Introduction to Data Mining
* Data Mining Algorithms
* Specific Examples

— Algorithms: Disease Clusters
— Algorithms: Model-Based Clustering

— Algorithms: Frequent Items and Association Rules

* Future Directions, etc.



Of “Laws”, Monsters, and Giants...

* Moore’s law: processing “capacity” doubles every 18
months : CPU, cache, memory

* It’s more aggressive cousin:

— Disk storage “capacity” doubles every 9 months

What do the two

“laws” combined
produce?

A rapidly growing gap
between onr ability to
generate data, and our
ability to make use of it.
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What 1s Data Mining?

Finding interesting structure in data

o Structure: refers to statistical patterns, predictive
models, hidden relationships

* Examples of tasks addressed by Data Mining
— Predictive Modeling (classification, regression)
— Segmentation (Data Clustering )
— Summarization

— Visualization
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Rapidly build and deploy data mining
solutions with Clementine 8.0

—

L]

Data understanding
= Generate subsets of data automatically
from graphs and tables
[w] Show summary statistics, histograms,
and distribution graphics for each data
field, and display them in an easy-to-
read matrix with the data audit node.
This provides you with a comprehensive
first look at your data.
= Visually interact with your data
- Select node or field and view
information in a table
~ Create histograms, distributions, line
plots, and point plots
~ Display 3-D, panel, and animated graphs
- Use Web association detection

Modeling
= Prediction and classification
- Neural networks (multi-layer perceptrons
trained using error-back propagation
with momentum, radial basis function,
and Kohonen network)
~ Decision trees and rule induction [C5.0
and Classification and Regression Trees
(C&RT)]
- Linear regression, logistic regression,
and multinomial logistic regression
s Clustering and segmentation
-~ Kohonen network, K-means, and TwoStep
] View summary statistics and
distributions for fields between
clusters using the Cluster Viewer
= Association detection
- GRI, apriori, and sequence
= Data reduction
- Factor analysis and principle
components analysis



Stories — Non—actionable Segment

¢ A bank discovered a cluster of customers that
have left the bank:
- Older than the average customer.
- Less likely to have a mortgage.
- Less likely to have a credit card.

They were also...

Ronny Kohavi, ICML 1998




Data Mining Algorithms

“A data mining algorithm 1s a well-defined
procedure that takes data as input and produces
output in the form of models or patterns”

Hand, Mannila, and Smyth

“well-defined”: can be encoded in software

“algorithm”: must terminate after some finite number
ot steps




Algorithm Components

1. The fask the algorithm is used to address (e.g.
classitication, clustering, etc.)

2. 'The structure of the model or pattern we are fitting to the
data (e.g. a linear regression model)

3. The score function used to judge the quality of the fitted

models or patterns (e.g. accuracy, BIC, etc.)

4. 'The search or optimization method used to search over
parameters and/or structures (e.g. steepest descent,

MCMC, etc.)

5. The data management technigue used for storing, indexing,
and retrieving data (critical when data too large to reside in
memotry)



CART Backpropagation A Priori
Task Classification Regression Rule Pattern
and Regression Discovery
Structure Decision Tree Neural Network Association Rules
(Nonlinear functions)
Score Function Cross-validated Squared Error Support/Accuracy
Loss Function
Search Method Greedy Gradient Descent Breadth-First
with Pruning
Data Management Unspecified Unspecified Linear Scans
Technique




Backpropagation data mining algorithm

svector of p input values multiplied by p X 4, weight matrix
*resulting 4, values individually transformed by non-linear function

1
*resulting 4, values multiplied by 4, X \2’; weight matrix



Color Intensity

Backpropagation (cont.)

Parameters:

Score:

s = X (D)= 50

Oy Oy, Bryens Buywi,w,

Search: steepest descent; search for structure?
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Models and Patterns
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*Piecewise linear
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/ Mofels \
Probability Structured

Prediction o
Distributions Data

o] inear regression o .
logistic regression

*Piecewise linear naive bayes/TAN /bayesian networks

*Nonparametric NN
regression

, , support vector machines
*Classification

Trees

ctc.




Models
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*Piecewise linear e Mixtures of
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*Nonparametric
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continuous, mixed)



T

Structured
Data

Prediction

o] inear regression
*Piecewise linear

*Nonparametric
regression

e(Classification

Models

Probability
Distributions

l

eParametric models

Mixtures of
parametric models

*Graphical Markov

models (categorical

\»

continuous, mixed)

\

*Time series
*Markov models

*Mixture Transition
Distribution models

*Hidden Markov
models

*Spatial models



Markov Models

T
First-order: Py =) 2. 1y.2)
t=2

2
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glinear = standard first-order auto-regressive model
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First-Order HMM /Kalman Filter
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t=2

Note: to compute p(yy,...,)p) need to sum/integrate over all
possible state sequences...
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Bias-Variance Tradeoff
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The Curse of Dimensionality
X ~MVN, (0,T)

*Gaussian kernel density estimation

*Bandwidth chosen to minimize MSE at the mean

A 2
*Suppose want: E[(p(x)— p(x)) <0.1

p(x)2 x=0
Dimension # data points
1 4
2 19
3 67
6 2,790

10 842,000
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Global

|

°Clustering via
partitioning

eHierarchical
Clustering

* Mixture Models

Patterns

Local

/

*Outlier
detection

*Changepoint

detection

\

*Bump hunting
*Scan statistics

* Association
rules



Scan Statistics via Permutation Tests

The curve represents a road

Each “x” marks an accident
Red “x” denotes an injury accident

Black “x”’ means no injury

Is there a stretch of road where there is an unusually large
fraction of injury accidents?



Scan with Fixed Window

* If we know the length of the “stretch of
road” that we seek, e.g., . we
could slide this window long the road and
find the most “unusual” window location




How Unusual 1s a Window?

* Let py and p_y denote the true probability of being
red inside and outside the window respectively. Let
(2o »7yg) and (. ,7-y) denote the corresponding
counts

* Use the GLRT for comparing H: py = p-y versus
Hy: py # pw

(G X3ty 1 )] (1= (G 30 ) 41 DI

()CW / nW)xW [1 — (XW /nW )]nW—xW (xﬂW /nﬂW)X_‘W [1 _ (xﬂW / nﬂW)]nﬁW—xﬁW
e Jlambda measures how unusual a window 1s

—2 log A here has an asymptotic chi-square distribution with 1df



Permutation Test

* Since we look at the smallest A over «/ window
locations, need to find the distribution of smallest-A
under the null hypothesis that there are no clusters

* Look at the distribution of smallest-A over say 999
random relabellings of the colors of the x’s

smallest-A
XX X XXX X XX XXX X 0.376
XX X XXX X XX XXX X 0.233
XX X XXX X XX XXX X 0.412
XX X XXX X XX XXX X 0.222

 TLook at the position of observed smallest-A in this distribution
to get the scan statistic p-value (e.g., if observed smallest-A is 5%
smallest, p-value 1s 0.005)



Variable Length Window

* No need to use fixed-length window. Examine all
possible windows up to say half the length of the
entire road
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Spatial Scan Statistics

* Spatial scan statistic uses, e.g., circles instead of line
segments

Multiple-Source Cluster

VA ol 2

Most Likely Cluster

1. Census areas Included.: 21037, Sch4283, Sch4293, Sch4112,

Schd162, 0TC0160, 21140, 21403,
Schd033, Sch4192, Sch4a262, 0TCO167
Schd1682, Schan1l, 0TCN194, 20776

Coordinates/Radius.......; (38,912 N, 76.543 W) /7.57

POpUIation......cvi e 1829

Number of Cases........ - &3 (7.50 Expocted)

Annual Cases /100,000.: 128325.3

Overall Relative Risk....: 3.056

Log Liklihood Ratio......: 10.328761

Monte Carlo Rank.......... 10/1000

P :.010

Secondary Clusters

2. Census areas included.: 20613
Coordinates/Radius......: (38674 N, 76.805W) / 0.00
Population.........wien: 50

Number of Cases..........: 8 (0.52 Expected)
Annual Cases /100,000.: 479351.4

Overall Relative Risk.....: 11.453

Log Liklihood Ratio......: 9.180724

Monte Carlo Rank.........: 321000

P- :.032




Dead Bird Clusters as an
Early Warning System for West Nile
Virus Activity

Farzad Mostashari,* Martin Kulldorff, Jessica J. Hartman,* James R. Miller,*
and Varuni Kulasekera*

a ' b
June 156 RO July 16




Spatial-Temporal Scan Statistics

* Spatial-temporal scan statistic use cylinders where the
height of the cylinder represents a time window




Other Issues

* Poisson model also common (instead of the
bernoulli model)

* Covariate adjustment

* Andrew Moore’s group at CMU: etficient
algorithms for scan statistics



Software: SaTScan + others
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http://www.satscan.org

http:/ /www.terraseer.com



Association Rules: Support and Confidence

* Find all the rules Y = Z with
minimum confidence and support

, , probability that a

transaction contains {Y & Z}

, , conditional probability

Customer that a transaction having Y also
buys beer contains Z

Transaction ID Items Bought Le? minimum support 50%, and

2000 A,B,C minimum confidence 50%, we
1000 AC b

4000 AD _ A= C (50%, 66.6%)
5000 B,E,F

~ C= A (50%, 100%)



Mining Association Rules—An Example

Transaction ID

ltems Bought

2000
1000
4000
5000

AB,C
AC
AD
B.,E,F

For rule 4 = C:
support = support({4 &C}) = 50%
confidence = support({A4 &C})/support({A}) = 66.6%

The principle:

Min. support 50%
Min. confidence 50%

Frequent ltemset|Support
{A} 75%
—{B} 50%
{C} 50%
{A,C} 50%




Mining Frequent Itemsets: the
Key Step

* Find the . the sets of items that have

minimum support

* ie., if {AB} is a frequent itemset, both {4} and {B} should be a

frequent itemset

— Iteratively find frequent itemsets with cardinality from 1 to

k (k-temset)

* Use the frequent itemsets to generate association

rules.



The Apriori Algorithm

: C, 1s generated by joining L, with itself

. Any (k-1)-1temset that is not frequent cannot
be a subset of a frequent k-itemset

e Pseudo-code:

C,: Candidate itemset of size k
L, : frequent itemset of size k

L., = {frequent items};
for (k=1; L, 1=0; k++) do begin
C,,, = candidates generated from L ;

for each transaction #in database do
increment the count of all candidates in C,_,
that are contained in 7

L,., = candidates in C, , with min_support
end
return U, L;



The Apriori Algorithm —

Example
Database D itemset|sup. ;1 [itemset/sup.
100 [1 3 4 2 | 3| | 2 | 3
200235 | ScanD| yqv | 3 (3) =
300(1235 [4) 1 (5) -
4002 5 {5y | 3 .
C; [itemset| sup C, [ltemset
L, |itemset|sup 12y [ 1 Scan D {12}
{13} | 2 {13y | 2 | < {13}
(23} | 2 |« | {15} | 1 ggi
{2 5} 3 {2 3} 2
35y | 2 {25 | 3 {2 5}
{35} | 2 {3 5}

C;|itemset ScanD  L;|itemset|sup
{2 3 5) " {235} 2




Association Rule Mining: A Road
Map

Boolean vs. quantitative associations (Based on the types of values
handled)
— buys(x, “SQLServer”) * buys(x, “DMBook™) — buys(x, “DBMiner”) [0.2%,
60%]
_ age(x, “30..39”) * income(x, “42..48K”) — buys(x, “PC”) [1%, 75%]

Single dimension vs. multiple dimensional associations (see ex.

Above)

Single level vs. multiple-level analysis

— What brands of beers are associated with what brands of diapers?

Various extensions (thousands!)




Representation Design and Brute-force Induction in
a Boeing Manufacturing Domain

Patricia Riddle” Richard Segal & Oren Etzioni

If the nest’s material is A and it is from batch B, then it is 4 times as likely to
have a TypeC reject.

A nest which goes through station B is 2 times as likely to be rejected as a nest
which goes through station A.

If a nest is at station A before station B for over 32 minutes, then it is 4.5 times
as likely to be a TypeC reject.

If a nest is at station X over 51 minutes, then it is 3 times as likely to be rejected.

If the nest’s material is X and it is at station Y before it goes to station Z, then
it is 2 times as likely to be a TypeW reject.

A nest is 2 times as likely to get a TypeZ reject on a Friday.

Part A is 1.5 times as likely to get a TypeX reject.

A nest which spends less than 9 minutes in station X is 6 times more likely to be
OCC3 than a nest which spends more than 9 minutes in station X. OCC3 means

that a nest spent 6 to 21 minutes in station Z.

If the nest’s material is A, then the probability of alarm X reduces by 25%.



