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Abstract. In this work we relate systems of coupled backward and forward

Kolmogorov equations. These in turn are used to derive changes of measure
and/or dual representations of SDEs. The first coupled system of PDEs allows

us to transform problems of SDEs with drift into problems of SDEs without

drift, under an appropriate change of measure. The second, in turn, allows
us to obtain a dual representation of problems of SDEs with drift, under an

appropriate change of measure.

The results are illustrated by revisiting the problem of finding the den-
sity of the first time that a 5-D Brownian motion hits a ball, of radius a,

from inside. As opposed to the standard literature, we do not make use of

a Laplace-Gegenbauer transform. Furthermore we find the probability that
a Bessel process of order negative −1 hits level a > 0 before reaching zero.

This in turn gives analytical insight as to why the Bessel processes of or-
der 5, 3, and −1 together with a squared one-dimensional Brownian motion

are intrinsically related. As a final example we study the non-homogeneous

Ornstein-Uhlenbeck process.

1. Introduction

Alternative representations of a problem are often used in Stochastic Analy-
sis. Such is the case of Girsanov’s theorem—removal of a drift [see Section 3.5
in Karatzas and Shreve [10]]—Doob’s h-transform [see Chapter 6 in Rogers and
Williams [15]], or the absolute continuity property for the laws of the Bessel pro-
cesses with different indices [see Chapter XI in Revuz and Yor [14]].

In this work we derive three systems of coupled Kolmogorov backward and for-
ward PDEs which are used to derive changes of measure and/or dual representa-
tions of SDEs. [see Hernandez-del-Valle [6] for an application of similar techniques
in hitting densities of Brownian motion, Hernandez-del-Valle [7] for alternative
results on the procedure described within, or Hernandez-del-Valle [8] for an appli-
cation in the 3-D Brownian motion case]. Applications of the techniques described
in this work is finding the transition probabilities of, at first sight, “strange” SDEs
[see Section 5]. For instance, we find the density of a one-dimensional Wiener
process started within a range [0, a] and that hits level a for the first time at time
v > 0 (before ever reaching level 0).
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As an application of one of the coupled PDE systems, we obtain (for a special
case) Bessel’s absolute continuity property, as well as a PDE interpretation of the
so-called “Bessel process with negative dimension” [see Chapter XI, Section 1 in
Revuz and Yor [14], and Göing-Jaeschke and Yor [5]]. We also illustrate the results
by deriving the density of the first time that a 5-D Brownian motion hits a ball
from within: (1) in terms of a functional of a one-dimensional Brownian motion
absorbed at 0 and a, and (2) in terms of the mean of a cubed Bessel process with
dimension d = −1, absorbed at 0 or a.

The paper is organized as follows. In Sections 2 and 3, equivalent systems of
backward and forward PDEs are derived. These in turn are used to derive changes
of measure and/or dual representations of SDEs. Next, in Sections 4 and 5, the
results in Section 2 are used to derive: (a) the transition density of a Brownian
motion, started at y (for 0 ≤ y ≤ a), which is absorbed at 0 and that reaches level
a at a time u, and (b) an alternative derivation of the density of a 5-D Wiener
process hitting a ball from within.

In Section 6, we relate Bessel process of order 5 and −1 and find the density of
the first time that a Bessel −1 hits level a > 0 before reaching zero. To this end,
we make use of the ideas developed Section in 5. We conclude in Section 7 with
some final comments.

2. Coupled systems of PDEs I

Remark 2.1. (On notation.) In our results below we consider real valued differen-
tiable functions h, u, v, and w, depending on variables (t, x; s, y) ∈ R+×R×R+×R.
As in the analysis of diffusion processes, PDEs with derivatives with respect to
(t, x) are called backward equations, whereas PDEs with derivatives in (s, y) are
called forward equations.

In this section we relate systems of coupled backward and forward Kolmogorov
equations, through a pair of backward equations [see (2.5.a) and (2.7.a), or equiv-
alently (2.9.a) and (2.11.a)]. This in turn allows us to transform problems of
diffusions with drift (or convective mass transfer) into problems of diffusions with-
out drift (or with potential), under a suitable change of measure. In particular,
the drift is at most a sum of two functions which in turn are solutions to backward
heat equations.

We will clarify the last sentence of the previous paragraph with the following
example.

Example 2.2. (i) (Bessel process of order 3.) First note that h(t, x) = x is a
solution to the backward heat equation

−ht =
1
2
hxx.

Let us suppose that the process X satisfies that

dXt =
1
Xt
dt+ dWt, X0 = x > 0. (2.1)
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Since hx/h = 1/x we may express (2.1) as

dXt =
hx(t,Xt)
h(t,Xt)

dt+ dWt, X0 = x > 0.

(ii) (Bessel process of order 5.) Suppose the process Y is such that

dYt =
2
Yt
dt+ dWt, Y0 = y > 0, (2.2)

and set k(t, x) = h(t, x) = x. Then we may express (2.2) as

dYt =
[
hy(t, Yt)
h(t, Yt)

+
ky(t, Yt)
k(t, Yt)

]
dt+ dWt, Y0 = y > 0

(iii) (Brownian bridge.) Suppose Z has the dynamics

dZt = − Zt
s− t

dt+ dWt, t ≤ s, (2.3)

and set

q(t, x) =
1√

2π(s− t)
exp

{
− x2

2(s− t)

}
.

Since qx/q = −x/(s− t), it follows that we may express (2.3) as

dZt =
qz(t, Zt)
q(t, Zt)

dt+ dWt, t ≤ s.

Proposition 2.3. Let σ : R+ → R, and h, v, w and k be of class C1,2. Suppose
that v, w, and h satisfy the following identity

v(t, x) =
w(t, x)
h(t, x)

(2.4)

and h(t, x) 6= 0 for some strip in R+ × R. If h and v satisfy respectively (a) and
(b) 

−ht = 1
2σ

2hxx (a)

−vt = 1
2σ

2vxx + σ2
[
hx
h + kx

k

]
vx (b)

−wt + σ2
[
kx
k
hx
h

]
w = 1

2σ
2wxx + σ2 kx

k wx, (c)

(2.5)

then (c) holds.

Proof. From (2.4) and (2.5.b) we have

htw − hwt
h2

=
1
2
σ2wxxh− whxx

h2
− σ2hx(wxh− whx)

h3

+σ2hx(wxh− whx)
h3

+ σ2 kx
k

(
hwx − hxw

h2

)
.

Equivalently

htw − hwt
h2

=
1
2
σ2wxxh− whxx

h2
+ σ2 kx

k

(
hwx − hxw

h2

)
.
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In turn, from (2.5.a) it follows that

−wt
h

=
1
2
σ2wxx

h
+ σ2 kx

k

wx
h
− σ2 kx

k

hx
h2
w.

�

Proposition 2.4. Let σ : R+ → R, and u, w and k be of class C1,2. Suppose that
w, u, and k satisfy the following identity

w(t, x) =
u(t, x)
k(t, x)

(2.6)

and k(t, x) 6= 0 for some strip in R+ × R. If k and w satisfy respectively (a) and
(b) 

−kt = 1
2σ

2kxx (a)

−ut + σ2
[
kx
k
hx
h

]
u = 1

2σ
2uxx (b)

−wt + σ2
[
kx
k
hx
h

]
w = 1

2σ
2wxx + σ2 kx

k wx (c)

(2.7)

then (c) holds.

From Propositions 2.3 and 2.4 we have.

Corollary 2.5. Let h, v, k and u be of class C1,2 as well as solutions to (2.5.a),
(2.5.b), (2.7.a), and (2.7.b), respectively. Then they satisfy the identity

v(t, x) =
u(t, x)

k(t, x) · h(t, x)

given that k(t, x) · h(t, x) 6= 0 for some strip in R+ × R.

Remark 2.6. Propositions 2.3 and 2.4 suggest that for j = 1, . . . , n and given

δj(t, x) =
hjx(t, x)
hj(t, x)

where each hj is a solution to

−hjt =
1
2
hjxx.

A backward equation of the following type

−vt =
1
2
vxx +

 n∑
j=1

δj(t, x)

 vx
may be solved using the procedure described above.

Proposition 2.7. Let h, v and w be of class C1,2. Suppose that v, h, and w
satisfy the following identity

v(s, y) = h(s, y) · w(s, y) (2.8)
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and h(t, x) · k(t, x) 6= 0 for some strip in R+ × R. If h and v satisfy respectively
(a) and (b) 

−hs = 1
2hyy (a)

vs = 1
2vyy −

∂
∂y

[(
hy
h + ky

k

)
v
]

(b)

ws +
[
ky
k
hy
h

]
w = 1

2wyy −
∂
∂y

[
ky
k w
]
, (c)

(2.9)

then (c) holds.

Proof. From (2.8) and (2.9.b) we have

hsw + hws =
1
2
hyyw + hywy +

1
2
hwyy

− ∂

∂y

[(
hy
h

+
ky
k

)
hw

]
=

1
2
hyyw + hywy +

1
2
hwyy

− ∂

∂y
[hyw]− ∂

∂y

[
ky
k
hw

]
=

1
2
hyyw + hywy +

1
2
hwyy

−hyyw − hywy −
∂

∂y

[
ky
k
w

]
h− ky

k
hyw

= −1
2
hyyw +

1
2
hwyy −

∂

∂y

[
ky
k
w

]
h− ky

k
hyw.

Equivalently, from (2.9.a),

hws +
ky
k
hyw =

1
2
hwyy −

∂

∂y

[
ky
k
w

]
h.

�

Proposition 2.8. Let k, u and w are of class C1,2. Suppose that w, k, and u
satisfy the following identity

w(s, y) = k(s, y) · u(s, y) (2.10)

and k(t, x) · h(t, x) 6= 0 for some strip in R+ × R. If k and u satisfy respectively
(a) and (b) 

−ks = 1
2kyy (a)

us +
[
ky
k
hy
h

]
u = 1

2uyy (b)

ws +
[
ky
k
hy
h

]
w = 1

2wyy −
∂
∂y

[
ky
k w
]
, (c)

(2.11)

then (c) holds.

From Propositions 2.7 and 2.8 we have.
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Corollary 2.9. Let h, v, k and u be of class C1,2, as well as solutions to (2.9.a),
(2.9.b), (2.11.a), and (2.11.b), respectively. Then they satisfy the identity

v(s, y) = h(s, y) · k(s, y) · u(s, y).

Theorem 2.10. Let h and k be of class C1,2(R+ ×R) as well as solutions to the
backward equations (2.5.a) and (2.9.a) [or equivalently (2.7.a) and (2.11.a)] respec-
tively. Furthermore, consider processes X, Y , and Z, which respectively satisfy (at
least in the weak sense), the following equations (each under their corresponding
measures P, Q̃, and Q),

(P) dXt =
[
hx(t,Xt)
h(t,Xt)

+
kx(t,Xt)
k(t,Xt)

]
dt+ dBt

(Q̃) dZt =
[
kx(t, Zt)
k(t, Zt)

]
dt+ dBt (2.12)

(Q) dYt = dBt.

Moreover, suppose that

f(τ, z) =
kz(τ, z)
k(τ, z)

hz(τ, z)
h(τ, z)

(2.13)

and k(τ, z) · h(τ, z) 6= 0 for some strip in R+ × R. Then the following identities
hold

Pt,x(Xs ∈ A)

= EQ̃
z

[
h(s, Zs)
h(t, z)

exp
{
−
∫ s

t

f(τ, Zτ )dτ
}

I(Zs∈A)

]
= EQ

y

[
k(s, Ys)
k(t, y)

h(s, Ys)
h(t, y)

exp
{
−
∫ s

t

f(τ, Yτ )dτ
}

I(Ys∈A)

]
. (2.14)

Proof. Let X be a process with dynamics as in (2.12.P). Hence, its transition
density G is simultaneously a solution of (2.5.b), in the backward variables (t, x),
and a solution of (2.9.b), in the forward variables (s, y). In turn, from (2.4) and
(2.8) we have that

G(t, x; s, y) =: v(t, x) G(t, x; s, y) := v(s, y)

=
w(t, x)
h(t, x)

= h(s, y) · w(s, y)

respectively. Next, if we let H be simultaneously

H(t, x; s, y) =: w(t, x) and H(t, x; s, y) =: w(s, y)

we have that

G(t, x; s, y) =
h(s, y)
h(t, x)

H(t, x; s, y).
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That is, if G is the transition density of process Z, which has dynamics as in
(2.12.Q̃) it follows

Pt,x(Xs ∈ A) =
∫
A

G(t, x; s, y)dy

=
∫
A

h(s, y)
h(t, x)

H(t, x; s, y)dy

=
∫
A

h(s, y)
h(t, x)

H(t, x; s, y)
G(t, x; s, y)

G(t, x; s, y)dy

= EQ̃
t,x

[
h(s, Zs)
h(s, x)

ZsI(Zs∈A)

]
.

Our goal is to characterize Z under Q̃. To this end, and given that f is as in
(2.13), we have from Ito’s lemma

d

[
h(s, Zs) exp

{
−
∫ s

t

f(τ, Zτ )dτ
}]

= exp
{
−
∫ s

t

f(τ, Zτ )dτ
}([

hs − fh+
1
2
hzz + hz

kz
k

]
ds+ hzdBs

)
= exp

{
−
∫ s

t

f(τ, Zτ )dτ
}

×
([
hs −

kzhz
kh

h+
1
2
hzz + hz

kz
k

]
ds+ hzdBs

)
= exp

{
−
∫ s

t

f(τ, Zτ )dτ
}
hzdBs.

hence h(·, Z·) exp{−
∫ ·
t
f(τ, Zτ )dτ} is a Q̃-martingale, and such that

EQ̃
t,x

[
h(s, Zs)
h(t, z)

exp
{
−
∫ s

t

f(τ, Zτ )dτ
}]

= 1.

This yields

Zs = exp
{
−
∫ s

t

f(τ, Zτ )dτ
}
.

The second identity follows using similar arguments. �

3. Coupled systems of PDEs II

In this section we relate systems of coupled backward and forward Kolmogorov
equations, through a backward equation [see (3.5.a), or equivalently (3.7.a)]. This
in turn allows us to obtain a dual representation of SDE problems under a proper
change of measure.

To clarify the last sentence of the previous paragraph with the following exam-
ple.



8 GERARDO HERNANDEZ-DEL-VALLE

Example 3.1. Let process X and Y be such that

dXt =
2
Xt
dt+ dBt

dYt = − 1
Yt
dt+ dBt.

It is known that these two processes are related; X is a Bessel process of order
5, and Y of order −1; see Göing-Jaeschke and Yor [5]. We will give a PDE
interpretation of how these two processes are linked. To do so, let us consider the
backward Kolmogorov equations associated to the processes X and Y , namely,

(X) − vt =
1
2
vxx +

2
x
vx (3.1)

(Y ) − wt =
1
2
wxx −

1
x
wx. (3.2)

Next note that the sum of the drifts of X and Y , which add up to
2
x

+
1
x

=
3
x
,

can be expressed in terms of functions h and p, which are solutions of

−ht =
1
2
hxx −

1
x
hx, and (3.3)

−pt =
1
2
pxx

respectively. To do so, let p = x and h = x3, i.e.
2
x

+
px
p

=
hx
h
.

In particular, in this section we will show, that for real valued functions v, w,
and h which satisfy respectively (3.1), (3.2), and (3.3) the following identity holds

h · v = w.

In turn, the previous relationship will allow us to give a systematic procedure to
transform a process X (with drift) into another process Y (with drift) under a
suitable change of measure.

Proposition 3.2. Let α : R→ R be a real valued function, and h, v and w be of
class C1,2. Suppose that v, w, and h satisfy the following identity

v(t, x) =
w(t, x)
h(t, x)

(3.4)

and h(t, x) 6= 0 for some strip in R+ × R. If h and v satisfy respectively (a) and
(b) 

−ht = 1
2hxx + α(x)hx (a)

−vt = 1
2vxx +

[
α(x) + hx

h

]
vx (b)

−wt = 1
2wxx + α(x)wx, (c)

(3.5)

then (c) holds.
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Proof. From (3.4) and (3.5.b) we have

htw − hwt
h2

=
1
2
wxxh− whxx

h2
− hx(wxh− whx)

h3

+
hx(wxh− whx)

h3
+ α(x)

wxh− whx
h2

,

alternatively

htw − hwt =
1
2
wxxh−

1
2
whxx + α(x)wxh− α(x)whx.

Rearranging terms it follows that

−h
[
wt +

1
2
wxx + α(x)wx

]
= −w

[
ht +

1
2
hxx + α(x)hx

]
.

�

Proposition 3.3. Let α : R→ R be a real valued function, and h, v and w be of
class C1,2. Suppose that v, w, and h satisfy the following identity

v(s, y) = w(s, y) · h(s, y). (3.6)

and h(t, x) 6= 0 for some strip in R+ × R. If h and v satisfy respectively (a) and
(b) 

−hs = 1
2hyy + α(y)hy (a)

vs = 1
2vyy −

∂
∂y

[(
α(y) + hy

h

)
v
]

(b)

ws = 1
2wyy −

∂
∂y [α(y)w] (c)

(3.7)

then (c) holds.

Proof. From (3.6) and (3.7.b) we have

wsh+ whs =
1
2
wyyh+ wyhy +

1
2
whyy

− ∂

∂y
[α(y)wh]− ∂

∂y

[
hyw

]
=

1
2
wyyh+ wyhy +

1
2
whyy

− ∂

∂y
[α(y)w]h− wα(y)hy − hyyw − hywy

=
1
2
wyyh−

1
2
whyy −

∂

∂y
[α(y)w]h− wα(y)hy.

Equivalently, rearranging terms we have

h

(
ws −

1
2
wyy +

∂

∂y
[α(y)w]

)
= −w

(
hs +

1
2
hyy + α(y)hy

)
.

�
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Theorem 3.4. For a given α : R→ R let h be a solution to (3.5.a) [or equivalently
(3.7.a)]. Furthermore, let processes X and Y be well defined (at least in the weak
sense), with the following dynamics (each under their corresponding measures P,
and Q),

(P) dXt =
[
α(Xt) +

hx(t,Xt)
h(t,Xt)

]
dt+ dBt

(Q) dYt = α(Yt)dt+ dBt.

Then the following identity holds

Pt,x(Xs ∈ A) = EQ
y

[
h(s, Ys)
h(t, y)

I(Ys∈A)

]
.

Proof. The proof is carried out in the same way as the proof of Theorem 2.10.
That is, It follows from Kolmogorv’s backward and forward equations together
with Propositions 3.2 and 3.3. �

Corollary 3.5. Under the assumptions of Theorem 3.4, the process h(·, Y·) is a
Q martingale.

Proof. This corollary follows from Ito’s lemma, the fact that h is a solution to
(3.5.a) and

dYt = α(Yt)dt+ dBt.

�

4. Bessel process I

In this section, making use of the ideas presented in Section 3, we revisit the
problem of finding the density of the first time that a 5-D Brownian motion hits
a ball from within. Our derivation, however is new and does not make use of a
Laplace-Gegenbauer transform as in, Wendel [17], Hsu [9], Yin [18], and Betz &
Gzyl [1, 2]. Recent results on the subject can also be found in Byczkowki et. al
[4] and references therein. Standard references in the theory of Bessel processes
are Knight [11], Ray [13], Lamperti [12] or Revuz and Yor [14].

Remark 4.1. In the next two sections we will make use of the following notation:

p(t; y, z) :=
1√
2πt

exp
{
− (y − z)2

2t

}
, (4.1)

p−(t; y, z) := p(t; y, z)− p(t; y,−z).
In addition, if T and T0 are respectively the first time that a one-dimensional
standard Brownian motion B started at y reaches level a and level 0 respectively,
let

Pt,y(T ∈ s, T0 > s) :=
1√

2π(s− t)3

∞∑
n=−∞

[
(2na+ a− y)

× exp
{
− (2na+ a− y)2

2(s− t)

}]
, (4.2)
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and

Pt,y(Bs ∈ dx, T ∧ T0 > s) :=
∞∑

n=−∞
p−(s− t; y, x+ 2na)dx. (4.3)

Which is the probability of a Brownian motion B started at y ∈ (0, a) before
reaching levels 0 or a.

Remark 4.2. Let X be a Bessel process such that

dXt =
2
Xt
dt+ dBt.

Next, note that h(t, x) = k(t, x) = x are solutions to the backward heat equation
(2.5.a) and (2.7.a) respectively (with σ2 = 1). Hence the latter SDE for X can be
expressed, in terms of h and k, as

dXt =
[
hx(t,Xt)
h(t,Xt)

+
kx(t,Xt)
k(t,Xt)

]
dt+ dBt. (4.4)

From Theorem 2.10 it follows that process X is a Q-Wiener process

dYt = dBt (4.5)

absorbed at 0.

For X as in (4.4) and X0 < a, let

T := inf {t ≥ 0|Xt = a} . (4.6)

From (2.14), in Theorem 2.10, the probability of hitting a, starting from within
the ball, satisfies the identity

P(T < t) = EQ
y

[
Y 2
s

y2
exp

{
−
∫ s

0

1
Y 2
u

du

}
I(T0>s,T<s)

]
where Y is as in (4.5) and, under Q,

T0 := inf {t ≥ 0|Yt = 0} . (4.7)

Lemma 4.3. Let Y be a process with Q-dynamics as in (4.5) (an absorbed Wiener
process at zero). Then

Y 2
s · exp

{
−
∫ s

t

1
Y 2
u

du

}
is a Q-martingale.

Proof. Set

Rt = exp
{
−
∫ t

0

1
Y 2
u

du

}
,

i.e.,

dRt = −Rt
Y 2
t

dt.
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By Ito’s lemma

d
(
Y 2
t ·Rt

)
= 2YtRtdYt +Rtdt− Y 2

t

(
Rt
Y 2
t

)
dt

= 2RtYtdYt.

�

Proposition 4.4. For Y , as in (4.5), T0 as in (4.7), and

(Q) T := inf{t ≥ 0|Yt = a}
we have

EQ
y

[
Y 2
s

y2

{
−
∫ s

0

1
Y 2
u

du

}
I(T0>s,T<s)

]
=
∫ t

0

a2

y2
EQ
y

[
exp

{
−
∫ u

0

1
Ỹ 2
u

du

}]
Py (T ∈ du, T0 > u) .

where Ỹ is a process which starts at y, is absorbed at zero, and reaches a, for the
first time at t = u.

Proof. Let M = Y 2 ·R.

EQ
y

[
Y 2
s

y2

{
−
∫ s

0

1
Y 2
u

du

}
I(T0>s)I(T<s)

]
= EQ

y

[
Ms

y2
I(T0>s)I(T<s)

]
= EQ

y

[
EQ
y

[
Ms

y2

∣∣∣Fs∧T0∧T

]
I(T0>s)I(T<s)

]
(by the optional sampling theorem)

= EQ
y

[
Ms∧T0∧T

y2
I(T0>s)I(T<s)

]
= EQ

y

[
MT

y2
I(T0>s)I(T<s)

]
= EQ

y

[
a2

y2
exp

{
−
∫ T

0

1
Y 2
u

du

}
I(T0>s)I(T<s)

]

= EQ
y

[
a2

y2
exp

{
−
∫ T

0

1
Y 2
u

du

}
I(T0>s,T<s)

]
(conditioning with respect to T )

=
∫ t

0

a2

y2
EQ
y

[
exp

{
−
∫ v

0

1
Y 2
u

du

} ∣∣∣T = v, T0 > v

]
×Py (T ∈ dv, T0 > v)

=
∫ t

0

a2

y2
EQ
y

[
exp

{
−
∫ v

0

1
Ỹ 2
u

du

}]
Py (T ∈ dv, T0 > v) .

�
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5. Dynamics of the process Ỹ

In this section we derive the dynamics of process Ỹ .

Proposition 5.1. Let

Pt,x(T ∈ s, T0 > s) (5.1)

be the probability density of a one-dimensional standard Brownian motion absorbed
at the origin defined in (4.2). Since (5.1) is a function of only s− t and x let

ha(s− t, x) := Pt,x(T ∈ s, T0 > s).

Then Ỹ , which is a process absorbed at 0 and that reaches a for the first time at
t = s (and given that hy stands for differentiation with respect to y) satisfies that

dỸt =
hay(s− t, Ỹt)
ha(s− t, Ỹt)

dt+ dWt, 0 < t < s (5.2)

Ỹs = a.

In particular it has the following transition density

G(t, y; τ, x) =
ha(s− τ, x)
ha(s− t, y)

Pt,y (Yτ ∈ dx, T ∧ T0) , (5.3)

where Pt,y (Yτ ∈ dx, T ∧ T0) is defined in (4.3).

Proof. We will construct the finite dimensional distributions of an absorbed Brow-
nian motion at 0, and that reaches level a for the first time at t = s.

Given t0 < t1 < · · · < t = s, we shall compute

Py(Yt1 ∈ dy1, Yt2 ∈ dy2, . . . , Ytn ∈ dyn|T = s, T0 > s) (5.4)

=
Py(Yt1 ∈ dy1, Yt2 ∈ dy2, . . . , Ytn ∈ dyn, T ∈ ds, T0 > s)

Py(T ∈ ds, T0 > s)
.

By the independence of increments of Brownian motion Y , the numerator of the
previous expression is

Pt0,y(Yt1 ∈ dy1, T ∧ T0 > t1)Pt1,y1(Yt2 ∈ dy2, T ∧ T0 > t2)× · · ·
· · · × Ptn−1,yn−1(Ytn ∈ dyn, T ∧ T0 > tn)Ptn,yn(T ∈ ds, T0 > s).

This in turn implies that (5.4) equals

Ptn,yn(T ∈ ds, T0 > s)
Py(T ∈ ds, T0 > s)

n∏
j=1

Ptj−1,yj−1(Ytj ∈ dyj , T ∧ T0 > tj). (5.5)
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However, since

Ptn,yn(T ∈ ds, T0 > s)
Py(T ∈ ds, T0 > s)

=
Ptn,yn(T ∈ ds, T0 > s)

Py(T ∈ ds, T0 > s)
·

Ptn−1,yn−1(T ∈ dtn, T0 > tn)
Ptn−1,yn−1(T ∈ dtn, T0 > tn)

· · ·

· · · Pt1,y1(T ∈ ds, T0 > s)
Pt1,y1(T ∈ ds, T0 > s)

=
n∏
j=1

Ptj ,yj (T ∈ s, T0 > s)
Ptj−1,yj−1(T ∈ s, T0 > s)

(5.5) equals

n∏
j=1

Ptj ,yj (T ∈ s, T0 > s)
Ptj−1,yj−1(T ∈ s, T0 > s)

Ptj−1,yj−1(Ytj ∈ dyj , T ∧ T0 > tj).

On the other hand, to show that equation (5.3) is the transition density of Ỹ ,
with dynamics as in (5.2), we make use of Propositions 2.4 and 2.8 by noting that
ha is a solution to the backward equation (2.7.a) [or equivalently (2.11.a)] (with
σ = 1 and h = 0). �

Proposition 5.2. Let Ỹ be a process with dynamics as in (5.2). Then

u(t, y) = EQ
t,y

[
exp

{
−
∫ s

t

1
Ỹ 2
u

du

}]
(5.6)

is equivalent to the following Cauchy problem

−ut +
1
y2
u =

1
2
uyy +

hay(s− t, y)
ha(s− t, y)

uy (5.7)

u(s, y) = 1.

Furthermore,

u =
v

ha

where

−vt +
1
y2
v =

1
2
vyy (5.8)

Proof. The equivalence between (5.6) and (5.7) follows from the Feynman-Kac
theorem [see for instance pp. 366–367, Theorem 5.7.6 in Karatzas and Shreve [10]].
On the other hand equation (5.8) follows from Proposition 2.4 and by noting that
ha is a solution of the backward equation (2.7.a) [or equivalently (2.11.a)] (with
σ = 1 and h = 0). �
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Theorem 5.3. Let X be as in (4.4) and T as in (4.6), then the probability that a
5-D Brownian motion started at 0 hits a ball of radius a is

P(T ∈ dt)/dt

=
∞∑
j=1

2
3
λ3
j

a2
exp

{
−1

2
λ2
j

a2
u

}
(5.9)

×

[
(1− λ2

j ) sin(λj)− λj cos(λj)
2λ2

j + λj sin(2λj) + 2 cos(2λj)− 2

]
,

where λj is the j-th root of the Bessel function J3/2 of the first kind.

Proof. Given a variable τ which satisfies 0 ≤ t ≤ τ ≤ s, let δ = τ − t. Then
equation (5.8) becomes

vδ =
1
2
vyy −

1
y2
v. (5.10)

For constants µ > 0 and A ∈ R, a solution to (5.10) is given by

v(δ, y) = Ae−
1
2µ

2δ
√
xJ3/2(µy).

In fact (in terms of t) the following linear combination is also a solution

v(t, y) =
∞∑
j=1

cje
− 1

2

λ2
j

a2
(τ−t)√yJ3/2

(
λj
y

a

)
.

Let the previous function satisfy the following boundary condition at t = τ

u(τ, y) = ha(s− τ, y).

From the two previous expressions we have that

ha(s− τ, y) =
∞∑
j=1

cj
√
yJ3/2

(
λj
y

a

)
.

Hence, by the orthogonality properties of the Bessel function J3/2 we have that∫ a

0

√
x · ha(s− τ, x)J3/2

(
λj
x

a

)
dx = cj

∫ a

0

x · J2
3/2

(
λj
x

a

)
dx.

This implies that

cj =

∫ a
0

√
xha(s− τ, x)J3/2

(
λj

x
a

)
dx∫ a

0
x · J2

3/2

(
λj

x
a

)
dx

.

Since we will only study the case when y = 0, we will make use of the following
fact in the sequel

lim
y→0

y−3/2J3/2(µy) =
1
3
µ3/2

√
2
π
.
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If we let bj = λj/a

pj(x) :=
d

dx

[√
xJ3/2(bjx)

]
=

√
2
π

1

b
3/2
j x2

[
(b2jx

2 − 1) sin(bjx) + bjx cos(bjx)
]
.

Given that p is as in (4.1), we need to find the limit as τ → s of∫ a

0

√
x · ha(s− τ, x)J3/2

(
λj
x

a

)
dx

=
∞∑

n=−∞

∫ a

0

√
x · J3/2

(
λj
x

a

)
dp(s− τ ; 2na+ a, x)

= −
∞∑

n=−∞

∫ a

0

pj(x)p(s− τ ; 2na+ a, x)dx,

The second line of the previous expression follows from the integration by parts
formula and by noting that J3/2(λj) = 0, and on the other extreme we have

√
0

for all n. Next we make the following change of variable

z =
2na+ a− x√

s− τ
.

That is, for each pj

−
∫ 2na√

s−τ

2na+a√
s−τ

1√
2π
e−

z2
2 pj(2na+ a− z

√
s− τ)dz.

However notice that as τ → s the only term that survives is when n = 0 in which
case we have

−
∫ 0

2na+a√
s−τ

1√
2π
e−

z2
2 pj(a− z

√
s− τ)dz =

1
2
pj(a).

Equivalently,

1
2
pj(a) =

1√
2πa

1

λ
3/2
j

[
(λ2
j − 1) sin(λj) + λj cos(λj)

]
.

Since∫ a

0

x
[
J3/2(bjx)

]2
dx =

2a2b2j + abj sin(2abj) + 2 cos(2abj)− 2
2πab3j

= a2 ·
2λ2

j + λj sin(2λj) + 2 cos(2λj)− 2
2πλ3

j

we conclude that

cj =

√
2πλ3/2

j

a5/2

[
(1− λ2

j ) sin(λj)− λj cos(λj)
2λ2

j + λj sin(2λj) + 2 cos(2λj)− 2

]
,
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which in turn yields
∞∑
j=1

2
3
λ3
j

a4
exp

{
−1

2
λ2
j

a2
u

}[
(1− λ2

j ) sin(λj)− λj cos(λj)
2λ2

j + λj sin(2λj) + 2 cos(2λj)− 2

]
or after multiplying the previous expression by a2

∞∑
j=1

2
3
λ3
j

a2
exp

{
−1

2
λ2
j

a2
u

}[
(1− λ2

j ) sin(λj)− λj cos(λj)
2λ2

j + λj sin(2λj) + 2 cos(2λj)− 2

]
,

which is (5.9). �

6. Bessel process II

In this section we will make use of the ideas presented in Section 4 to find the
probability that a Bessel process with negative order hits level a > 0 before hitting
zero.

Theorem 6.1. Consider X and Y satisfy that

(P) dXt =
2
Xt
dt+ dBt,

(Q) dYt = − 1
Yt
dt+ dBt.

Let also T be as in (4.6) and, under Q,

T0 = inf{t ≥ 0|Yt = 0}.

Then

Py(T < t) = EQ
y

[
h(t, Yt)
h(0, Y0)

I(T<t,T0>t)

]
= EQ

y

[
Y 3
t

y3
I(T<t,T0>t)

]
.

In particular

Py(T < t) =
a3

y3
Q (T < t, T0 > t) .

Proof. Let α(x) = −1/x. Then from equation (3.5) in Proposition 3.2 we have
that 

−ht = 1
2hxx −

1
xhx

−vt = 1
2vxx +

[
− 1
x + hx

h

]
vx

−wt = 1
2wxx −

1
xwx.

In particular a solution to (3.5.a) is h(x) = x3. Hence
−ht = 1

2hxx −
1
xhx

−vt = 1
2vxx +

[
2
x

]
vx

−wt = 1
2wxx −

1
xwx.



18 GERARDO HERNANDEZ-DEL-VALLE

From (3.4) we know that

v =
w

h

=
w

x3

Alternatively, from Theorem 3.4, we have that the processes X and Y that satisfy

(P) dXt =
2
Xt
dt+ dBt

(Q) dYt = − 1
Yt
dt+ dBt

are related by

Py(T > t) = EQ
y

[
h(t, Yt)
h(0, Y0)

I(T>t,T0>t)

]
= EQ

y

[
Y 3
t

y3
I(T>t,T0>t)

]
.

From Ito’s Lemma

dY 3
t = 3Y 2

t dYt + 3Ytdt
= −3Y 2

t dBt.

Thus Y 3 is a martingale and hence, from the optional sampling theorem

EQ [Y 3
t I(T<t,T0>t)

]
= EQ [EQ [Y 3

t I(T<t,T0>t)|Ft∧T0∧T
]]

= EQ [Y 3
T0∧T∧tI(T<t,T0>t)

]
= a3Q (T < t, T0 > t) .

�

Example 6.2. In Salminen [16] the author derives the density of a process X
with dynamics

dXt =
[
bXt +

1
Xt

]
dt+ dBt.

This process X can be interpreted as the Euclidean norm of three independent
copies of an Ornstein-Uhlenbeck process with dynamics

dUt = bUt + dWt.

Making use of Theorem 3.4 in Section 3 we arrive at the same conclusion.
Namely, given processes X and Y with dynamics

(P) dXt =
[
bXt +

1
Xt

]
dt+ dBt

(Q) dYt = bYt + dBt

the following identity holds

Pt,x(Xs ∈ A) = EQ
y

[
Yte
−b(s−t)I(Ys∈A,T0>s)

]
,
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where

T0 := inf {t ≥ 0|Yt = 0} .
To do so, in (3.5) 

−ht = 1
2hxx + α(x)hx

−vt = 1
2vxx +

[
α(x) + hx

h

]
vx

−wt = 1
2wxx + α(x)wx

(6.1)

set α(x) = bx and as a solution of

−ht =
1
2
hxx + bxhx

choose

h(t, x) = xe−bt.

Hence hx/h = 1/x and thus

−vt =
1
2
vxx +

[
α(x) +

hx
h

]
vx

= −vt =
1
2
vxx +

[
bx+

1
x

]
vx.

7. Concluding remarks

In this work we derive systems of coupled backward and forward Kolmogorov
equations which in turn are used to derive dual representations of SDEs under
a proper change of measure. In particular, the local drift of the corresponding
process must be a linear combination of solutions of backward heat equations.
Examples of process with this property are: Brownian bridge, 3-D Bessel bridge,
Bessel processes of order 1 and 2. We also derive, making use of the techniques
described within, the density of a Brownian motion started within some range
[0, a], which hits level a at time v > 0 before ever reaching zero.

We also derive, without making use of a Laplace-Gegenbauer transform, the
density of the first time that a Bessel process of order 5 hits level a > 0. Our
function is the same as the one appearing in equation (2.0.2) p. 398 in Borodin
and Salminen [3]. Next, we relate the previous result, with the density of the first
time that a Bessel of order −1 hits level a before reaching zero. Regarding a Bessel
process of negative order see Göing-Jaeschke and Yor [5], and Revuz and Yor [14].

The coupled systems of one-dimensional backward and forward Kolmogorov
equations, described in this paper, seem to have a “nice” and useful analytical
structure. The extension of these results to d-dimensional PDEs as well as its
implementation is work in progress.
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