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Abstract

The maximum likelihood estimates of a principal component analysis on the logit or probit scale are computed using majorization algorithms that iterate a sequence of weighted or unweighted singular value decompositions. The relation with similar methods in item response theory, roll call analysis, and binary choice analysis is discussed. The technique is applied to 2001 US House roll call data.
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1 Introduction

Suppose $P = \{p_{ij}\}$ is an $n \times m$ binary data matrix, i.e. a matrix with elements equal to zero or one (representing yes/no, true/false, present/absent, agree/disagree). For the moment we suppose that $P$ is complete, the case in which some elements are missing is discussed in a later section.
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Table 1
Binary data

<table>
<thead>
<tr>
<th>discipline</th>
<th>rows</th>
<th>columns</th>
</tr>
</thead>
<tbody>
<tr>
<td>political science</td>
<td>legislators</td>
<td>roll-calls</td>
</tr>
<tr>
<td>education</td>
<td>students</td>
<td>test items</td>
</tr>
<tr>
<td>systematic zoology</td>
<td>species</td>
<td>characteristics</td>
</tr>
<tr>
<td>ecology</td>
<td>plants</td>
<td>transects</td>
</tr>
<tr>
<td>archeology</td>
<td>artefacts</td>
<td>graves</td>
</tr>
<tr>
<td>sociology</td>
<td>interviewees</td>
<td>questions</td>
</tr>
</tbody>
</table>

There are many examples of such binary data in the sciences. We give a small selection in Table 1, many more could be added.

Many different statistical techniques have been developed to analyze data of this kind. One important class is latent structure analysis (LSA), which includes latent class analysis, latent trait analysis and various forms of factor analysis for binary data. Alternatively, by recoding the data as a $2^m$ table, log-linear decompositions and other approximations of the multivariate binary distribution become available. There are also various forms of cluster analysis which can be applied to binary data, usually by first computing some sort of similarity measure between rows and/or columns. And finally there are variations of principal component analysis (PCA) specifically designed for binary data, such as multiple correspondence analysis (MCA).

In this paper, we combine ideas of LSA, more particularly item response theory and factor analysis of binary data, with PCA and MCA. This combination produces techniques with results that can be interpreted both in probabilistic and in geometric terms. Moreover, we propose algorithms that scale well, in the sense that they can be fitted efficiently to large matrices.

Our algorithm is closely related to the logistic majorization algorithm proposed by Groenen et al. [2003]. We improve on their somewhat heuristic derivation, propose an alternative uniform logistic majorization, and a uniform probit majorization.

2 Problem

The basic problem we solve in this paper is geometric. We want to represent the rows of the data matrix as points and the columns as hyperplanes in low-dimensional Euclidean space $\mathbb{R}^r$, i.e. we want to make a drawing of our binary
matrix. Rows $i$ are represented as points $a_i$ and the hyperplanes corresponding with columns $j$ are parametricized as vectors of slopes $b_j$ and as scalar intercepts $c_j$. The parameter $r$ is the dimensionality of the solution. It is usually chosen to be equal to two, but drawings in different dimensionalities are also possible.

The drawing should be constructed in such a way that points $a_i$ for which $p_{ij} = 1$ should be on one side of hyperplane $(b_j, c_j)$ and the points for which $p_{ij} = 0$ should be on the other side. Or, equivalently, if we define the point sets $A_{j1} = \{a_i \mid p_{ij} = 1\}$ and $A_{j0} = \{a_i \mid p_{ij} = 0\}$, the convex hulls of $A_{j1}$ and $A_{j0}$ should be disjoint. Of course we want these disjoint convex hulls for all columns $j$ simultaneously, and this is what makes the representation restrictive. Depending on the context, such a representation, if possible, is known as an inner product representation, a vector representation, or a compensatory representation. In the multidimensional scaling literature the algebraic version of the compensatory or vector model is usually attributed to Tucker [1960], although Coombs [1964] reviews some earlier work by his students and co-workers. The vector representation is most often applied to preference rank orders, but also quite often to binary choices and paired comparisons.

![Fig. 1. Three Variables](image)

The geometry of the compensatory representation was studied in a remarkable
monograph by Coombs and Kao [1955, especially Chapter 5], and the results are summarized in Coombs [1964, Chapter 12]. They show that $m$ hyperplanes “in general position” in $\mathbb{R}^r$ will partition space into

$$\tau(m, r) = \sum_{k=0}^{r} \binom{m}{k}$$

disjoint convex regions. Each region corresponds with a profile, i.e. a vector of $m$ zeroes and ones. Of the $\tau(m, r)$ regions there are $2m$ “open” regions, which extend to infinity. Since in most actual data analysis situations $n < \tau(m, r)$ we do not find all possible profiles (for a given set of hyperplanes) in our data, and since profiles correspond with regions the position of each row point (again, for a given set of hyperplanes) is only partially determined by the data. A small example, with three variables, is given in Figure 1. We see $\binom{3}{0} + \binom{3}{1} + \binom{3}{2} = 7$ regions, of which 6 are open. For these three variables, we can obtain perfect fit for any data matrix which does not contain the 010 profile.

The geometry of the compensatory model is different from that of multiple correspondence analysis (MCA). In the general form of MCA recently discussed by De Leeuw [2003a] various measures of the size of a cloud of points in $\mathbb{R}^r$ are considered. Each column $j$ of the data matrix defines a subset of the rows, those $i$ for which $p_{ij} = 1$, corresponding to a cloud of points $a_i$ in the drawing. Call them the hit-points. The drawing is then constructed in such a way that the average over columns of the sizes of these clouds of hit-points is minimized. If cloud size is defined as squared distance to the centroid of the cloud this leads to multiple correspondence analysis [Greenacre, 1984, Gifi, 1990], a technique which is computationally relatively simple, because it requires computation of just one single SVD. More complicated measures of cloud size lead to more complicated optimization problems.

Thus in MCA we are satisfied if the clouds are small, not necessarily if they are linearly separated. Aiming for a small cloud suggests that the hit-points are in a small sphere, and the miss-points are outside that sphere. There is a variation of the technique which uses what the French MCA school calls dédoublement. In that case we let the miss-points also define a cloud, and we try to make both clouds small. This suggests two small disjoint spheres, and thus linear separation, which means that in the case of excellent fit MCA and the technique in this paper will be close. The difference between MCA with and without dédoublement can be made more precise by using classical theorems of Guttman and Mosteller [De Leeuw, 2003a].

In algebraic terms, we want to find a solution to the system of strict inequalities
\[ \langle a_i, b_j \rangle > c_j \quad \forall p_{ij} = 1, \] (1a)
\[ \langle a_i, b_j \rangle < c_j \quad \forall p_{ij} = 0, \] (1b)

where \( \langle a_i, b_j \rangle \) is the inner product of \( a_i \) and \( b_j \). Coombs and Kao [1955] give a simple pencil-and-paper procedure to solve these inequalities in the case \( r = 2 \), assuming that such a solution actually exists.

In general the system of inequalities defined by the data will not have a perfect solution. We have to find an approximate solution which is as good as possible, in the sense that it minimizes some loss function. Some simplifications are useful before we discuss the loss function we use. By defining \( q_{ij} = 2p_{ij} - 1 \), i.e. \( q_{ij} = -1 \) if \( p_{ij} = 0 \) and \( q_{ij} = +1 \) if \( p_{ij} = 1 \), we can write the system in the more compact form \( q_{ij}(\langle a_i, b_j \rangle - c_j) > 0 \). By appending \( c_j \) to \( b_j \) and appending \(-1\) to \( a_i \) we can even write \( q_{ij}(\langle a_i, b_j \rangle) > 0 \), where \( a_i \) and \( b_j \) now have \( r + 1 \) elements. We collect them in an \( n \times (r + 1) \) matrix of row scores \( A \) and in an \( m \times (r + 1) \) matrix of column scores \( B \). Now we can use the Hadamard product to rewrite our inequalities as \( Q \ast AB' > 0 \).

We fit a predicted matrix \( \Pi = \{ \pi_{ij} \} \) to the observed binary data matrix \( P = \{ p_{ij} \} \). The predicted matrix \( \Pi \) is a function of \( A \) and \( B \). More specifically, we define \( \pi_{ij}(A, B) = F(\langle a_i, b_j \rangle) \), where \( F \) is some cumulative distribution function such as the normal or logistic. Our computational problem is to minimize the distance between \( P \) and \( \Pi(A, B) \) over \( (A, B) \), where distance is measured by the loss function

\[ D(A, B) = -\sum_{i=1}^{n} \sum_{j=1}^{m} [ p_{ij} \log \pi_{ij}(A, B) + (1 - p_{ij}) \log(1 - \pi_{ij}(A, B))] . \] (2a)

The distance interpretation comes from the fact that \( D(A, B) \geq 0 \) with equality if and only if \( p_{ij} = \pi_{ij}(A, B) \) for all \( i \) and \( j \). Remember that we require that the last column of \( A \) has all elements equal to \(-1\). If we drop this restriction, we still fit separating hyperplanes, but they are now located in \( \mathbb{R}^{r+1} \) and must pass through the origin.

By assuming symmetry of \( F \), i.e. \( F(-x) = 1 - F(x) \) for all \( x \), and by using the fact that the \( p_{ij} \) are binary, we can also write

\[ D(A, B) = -\sum_{i=1}^{n} \sum_{j=1}^{m} \log F(q_{ij}(\langle a_i, b_j \rangle)) . \] (2b)

The usual way to motivate loss function (2) is to assume that the \( p_{ij} \) are outcomes of independent Bernoulli trials with probability of success \( \pi_{ij} = F(\langle a_i, b_j \rangle) \). Then \( D \) is the negative log-likelihood, and minimizing \( D \) produces
maximum likelihood estimates. We do not emphasize this interpretation, since we do not think it is a realistic representation of actual data generating processes in any of the situations we are familiar with. Nevertheless, if you are so inclined, you can think of our computed points and lines as maximum likelihood estimates. In any case, our loss function is a suitable way to measure distance between the observed and expected frequencies, or, alternatively, a measure how well the system of inequalities (1) is satisfied.

It is easy to see that if the system (1) has a solution, then minimizing $D$ will find it, and the minimum of $D$ in that case will be zero. Conversely, we can only make $D$ converge to zero by letting $(A, B)$ converge to a solution of (1). In fact what minimizing $D$ is trying to achieve is

$$\langle a_i, b_j \rangle \to \infty \quad \forall p_{ij} = 1,$$  \hspace{1cm} (3a)

$$\langle a_i, b_j \rangle \to -\infty \quad \forall p_{ij} = 0,$$  \hspace{1cm} (3b)

although it will generally not succeed in its goal. It can only do it perfectly if the system (1) is solvable. Using the analysis of Coombs and Kao [1955] we can make these statements more precise. Of the $\frac{1}{2}(m^2 + m + 2)$ regions defined by $m$ hyperplanes in two-space, there are $2m$ unbounded regions. All row points $a$ in such an unbounded region will have the same profile, and moving them to infinity along the direction of recession of the region will make $D$ smaller.

Define a matrix $\Lambda$ with elements $\lambda_{ij} = F^{-1}(\pi_{ij})$. Then, we can write the basic relationship we have to fit as $\Lambda \approx AB'$. This expression shows that we are dealing with a rank $r$ approximation problem of our data matrix on the $F^{-1}$ scale, a problem that is solved by principal component analysis (PCA) or, equivalently, singular value decomposition (SVD), in the linear case in which $\Lambda$ is observed directly.

3 Algorithm

We develop a majorization algorithm for minimizing (2), based on bounding the second derivative of the likelihood function. General information about majorization algorithms is in De Leeuw [1994], Heiser [1995], Lange et al. [2000]. Majorization by bounding the second derivative is discussed in detail in Böhning and Lindsay [1988]. In the computer science literature majorization is known as the variational method, or variational bounding [Jaakkola and Jordan, 2000].

So far we have only assumed that the cdf $F$ is symmetric. We now make an
additional assumption. Define the hazard function
\[ h(x) \triangleq -\frac{d \log F(x)}{dx}, \]
and assume there exists a function \( w \geq 0 \) such that
\[ -\log F(x) \leq -\log F(y) + h(y)(x - y) + \frac{1}{2}w(y)(x - y)^2 \quad (4) \]
for all \( x \) and \( y \). We say that \( w \) provides a quadratic majorization of \( \log F \). If we can choose \( w(y) \) to be a constant, say \( w \), then \( w \) provides a uniform quadratic majorization. In Appendix A, we show that for uniform majorization of the logistic cdf
\[ w(y) \equiv \frac{1}{4}, \]
for non-uniform majorization of the logistic cdf
\[ w(y) = \frac{1 - 2F(y)}{2y}, \]
and for uniform majorization of the normal cdf
\[ w(y) \equiv 1. \]

The majorization of \(- \log F\) can now be used to find a quadratic majorization of the negative log-likelihood.

**Theorem 1** Suppose \( A \) and \( \tilde{A} \) are \( n \times p \) matrices of row scores and \( B \) and \( \tilde{B} \) are \( m \times p \) matrices of column scores. Define the \( n \times m \) matrices \( \tilde{w}_{ij} \triangleq w(q_{ij}\langle \tilde{a}_i, \tilde{b}_j \rangle) \), \( \tilde{h}_{ij} \triangleq h(q_{ij}\langle \tilde{a}_i, \tilde{b}_j \rangle) \), and \( \tilde{z}_{ij} \triangleq \langle \tilde{a}_i, \tilde{b}_j \rangle - q_{ij}\frac{\tilde{h}_{ij}}{w_{ij}} \). Then
\[ D(A, B) \leq D(\tilde{A}, \tilde{B}) - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{m} \tilde{h}_{ij}^2 \tilde{w}_{ij} + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{m} \tilde{w}_{ij}(\langle a_i, b_j \rangle - \tilde{z}_{ij})^2. \]

**PROOF.** By completing the square we can also write (4) as
\[ -\log F(x) \leq -\log F(y) + \frac{1}{2}w(y)(x - (y - \frac{h(y)}{w(y)}))^2 - \frac{1}{2}w^2(y). \quad (6) \]
Now substitute \( q_{ij}\langle a_i, b_j \rangle \) for \( x \) and \( q_{ij}\langle \tilde{a}_i, \tilde{b}_j \rangle \) for \( y \). Then
\[ -\log F(q_{ij}\langle a_i, b_j \rangle) \leq -\log F(q_{ij}\langle \tilde{a}_i, \tilde{b}_j \rangle) - \frac{1}{2}w^2(q_{ij}\langle \tilde{a}_i, \tilde{b}_j \rangle) + \frac{1}{2}w(q_{ij}\langle \tilde{a}_i, \tilde{b}_j \rangle)(\langle a_i, b_j \rangle - (\langle \tilde{a}_i, \tilde{b}_j \rangle - q_{ij}\frac{h(q_{ij}\langle \tilde{a}_i, \tilde{b}_j \rangle)}{w(q_{ij}\langle \tilde{a}_i, \tilde{b}_j \rangle)}))^2. \quad (7) \]
Sum over $i$ and $j$ to obtain the required result.

The algorithm works as follows. Start with some $A^{(0)}$ and $B^{(0)}$. Suppose $A^{(k)}$ and $B^{(k)}$ are the current best solution. We update them to find a better solution in two steps, similar to the E-step and the M-step in the EM-algorithm.

**Algorithm 1 (Majorization)**

**Step k(1)** Compute the matrices $W^{(k)}, H^{(k)}$ and $Z^{(k)}$ with elements

\[
\begin{align*}
  w_{ij}^{(k)} &= w(q_{ij} \langle a_i^{(k)}, b_j^{(k)} \rangle), \\
  h_{ij}^{(k)} &= h(q_{ij} \langle a_i^{(k)}, b_j^{(k)} \rangle), \\
  z_{ij}^{(k)} &= \langle a_i^{(k)}, b_j^{(k)} \rangle - q_{ij} \frac{h_{ij}^{(k)}}{w_{ij}^{(k)}}.
\end{align*}
\]

**Step k(2)** Solve the least squares matrix approximation problem

\[
\min_{A,B} \sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij}^{(k)} (z_{ij}^{(k)} - \langle a_i, b_j \rangle)^2
\]

by using the (weighted) SVD.

**Theorem 2** The Majorization Algorithm 1 produces a decreasing sequence $\mathcal{D}(A^{(k)}, B^{(k)})$ of loss function values, and all accumulation points of the sequence $(A^{(k)}, B^{(k)})$ of iterates are stationary points.

**Proof.** This follows by applying general results on majorization algorithms to Theorem 1.

4 Implementation Details

In the logistic case, we can choose if we want to use uniform on non-uniform majorization. If we use uniform majorization, then the substeps of the algorithm are unweighted SVD’s. In an interpreted matrix language such as R or Matlab the SVD is usually implemented in object code in a very efficient manner, and consequently using uniform majorization seems a sensible choice. If we use non-uniform majorization we either have to write interpreted code for the substeps, or we have to apply majorization a second time to approximate the weighted SVD by an unweighted one [Kiers, 1997, Groenen et al.,...]
2003]. This last strategy basically means we are using uniform majorization in a roundabout way.

In our implementations of the algorithm so far, in the R language, we have always chosen uniform approximation. This is mainly to avoid using interpreted code as much as possible. Versions of the algorithm written in a compiled language such as C or FORTRAN could very well benefit from the more precise non-uniform majorization. But even in the compiled case customized iterative methods will probably have a hard time beating highly optimized SVD library routines.

In our R implementation, the initial estimate for $A$ and $B$ is simply taken as zero. This start is obviously not a good one, and we may get some improvement by using MCA instead. But we have to remember that the SVD majorization algorithm converges very fast in the initial steps, and then slows down to its linear (or even sublinear) rate, so the improvements of a very good start will presumably be not very large.

Also observe that starting with $A$ and $B$ equal to zero means that the first iteration computes the singular value decomposition of a matrix $z_{ij}$ with element $p_{ij} - \frac{1}{2}$. This will be often be close to the MCA solution, because MCA also computes a singular value decomposition of a matrix of weighted and centered $p_{ij}$.

If there are missing data then the matrix approximation problem becomes

$$\min_{X,Y} \sum \{(z_{ij}^{(k)} - \langle a_i, b_j \rangle)^2 \mid (i, j) \in N\},$$

where $N$ is the subset of non-missing index pairs. We now use the classical least squares augmentation trick, used in non-balanced ANOVA by Yates and Wilkinson and in least squares factor analysis by Thomson and Harman. See De Leeuw [1994], De Leeuw and Michailidis [1999] for references and for further discussion of augmentation.

We define inner iterations in each iteration of our majorization algorithm to impute the missing data. The inner iterations start with $a_i^{(k,0)} = a_i^{(k)}$ and $b_j^{(k,0)} = b_j^{(k)}$.

$$z^{(k,\ell)} = \begin{cases} 
  z_{ij}^{(k)} & \text{if } (i, j) \in N, \\
  \langle a_i^{(k,\ell)}, b_j^{(k,\ell)} \rangle & \text{if } (i, j) \notin N.
\end{cases}$$

We then do an SVD to find $A^{(k,\ell+1)}$ and $B^{(k,\ell+1)}$, and continue the inner iterations. Actually, in our R implementation we only perform a single inner iteration, which basically means that we always perform a singular value decomposition on $\tilde{Z}^{(k,0)}$ which is just our previous $Z^{(k)}$ with missing elements imputed by setting them to the corresponding elements of the product of $A^{(k)}$ and $B^{(k)}$.  
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It may not always be a good idea to do a complete SVD after computing a new $Z$ or $\tilde{Z}$, even if we use an SVD algorithm that only computes $p$ singular vectors. This will depend, again, on the precise nature of the computing environment, the uniformity of the majorization, and the restrictions on the parameters.

We could use an iterative SVD method such as the simultaneous iteration method proposed by Daugavet [1968], and perhaps more familiar as the NILES/NIPALS method [Wold, 1966a,b]. Only perform one or a small number of innermost iterations before updating $\tilde{H}$. This may ultimately lead to fewer computations.

Each NIPALS iteration

\[
X \leftarrow \tilde{H}Y(Y'Y)^{-1}, \\
Y \leftarrow \tilde{H}'X(X'X)^{-1},
\]

basically requires two matrix multiplications, so even for big matrices it is quite inexpensive. To identify along the way, the iterations are typically implemented as

\[
X \leftarrow \text{orth}(\tilde{H}Y), \\
Y \leftarrow \tilde{H}'X,
\]

where \text{orth} is an orthogonalization method such as Gram-Schmidt or QR. This makes the method identical to the Bauer-Rüthishauser simultaneous iteration method, used in a similar context by Gifi [1990, page 98-99].

If an iterative SVD method is implemented, then we have to distinguish the outer iterations of the majorization algorithm, the inner iterations of the augmentation method to impute missing values, and the innermost iterations to compute or improve the SVD. The number of inner and innermost iterations will influence the amount of computation in an outer iteration and the convergence speed of the algorithm.

There is another straightforward block relaxation algorithm that can be used to complement (or replace) our majorization technique. If we fix $A$ at its current value, then optimizing over $b_j$ is a straightforward logit or probit regression problem. Thus one cycle consists of solving $n + m$ small logit or probit regression problems, which are convex minimization problems with a straightforward globally convergent Newton-Raphson implementation. This is the criss-cross regression algorithm used by researchers in generalized bilinear modeling [de Falguerolles and Francis, 1992, Gabriel, 1998, Van Eeuwijk, 1995]. It has also been suggested by Poole [2001] for roll call analysis using the normal $F$.

In computer science, the work of Collins et al. [2002] extends PCA to the exponential family, using the fact that finding the optimal $A$ for fixed $B$ and
finding the optimal $B$ for fixed $A$ are generalized linear model regression problems. Their development thus extends easily to Poisson and gamma versions of PCA. Schein et al. [2003] combine the ideas in Tipping [1999] and Collins et al. [2002] in the logistic case. Thus they used fixed row scores $a_i$ and the non-uniform majorization of the logistic cdf. The algorithm then uses block relaxation to optimize over blocks $A$ and $B$.

From the theoretical point of view, this alternative algorithm uses more and smaller blocks and will probably be slower and more likely to end up in a non-global minimum. On the other hand no majorization is involved and the Newton iterations will tend to be very precise and fast. It may be that this block regression algorithm can be used to refine the result of the majorization algorithm, but more research is necessary to compare the two.

5 Application Areas

In this section we try to give an overview of the various contexts in which the technique we discuss in this paper has occurred previously. As we shall see, the history is complicated, because different areas of statistics and data analysis are not necessarily aware of each other’s work.

The multivariate compensatory model has been used for a long time in item response theory (IRT). The logistic version, for example, has been studied by Reckase [1997].

The main distinction we want to make in this section, however, is between fixed score and random score models, basically the same distinction as is made in factor analysis [Anderson and Rubin, 1956]. In fixed score models (which we have discussed so far) each row gets a parameter vector $a_i$, and these “incidental” parameters are estimated along with the column parameters $b_j$. In random score models rows are sampled from some distribution $G$, and the row parameters can be integrated out of the likelihood. Random score models are better behaved from a statistical point of view, but seems less appropriate in areas such as roll call analysis in which row parameters (legislator ideal points) are really more interesting than column parameters (roll calls).

In Lawley [1944] a random score normal ogive model for the factor analysis of binary matrices was first proposed. Some other key references are the books by Lord and Novick [1968, Chapter 16], Bartholomew [1987, Chapters 5 and 6] and the articles by Takane and Leeuw [1987], Bock et al. [1988], McDonald [1997].

We can extend our majorization methods to optimize likelihood for random

There have been interesting recent related developments in multidimensional roll call analysis. Let us first outline the basic way of thinking in the field [Clinton et al., 2003]. We work in $\mathbb{R}^r$. Each legislator has an ideal point $a_i$ in this space and each roll call has both a yes-point $u_j$ and a no-point $v_j$.

The utilities for legislator $i$ to vote “yes” or “no” on roll call $j$ have both a fixed and a random component. The fixed component is quadratic, that is squared distance. Thus

$$
\xi^1_{ij} = -\frac{1}{2}\|a_i - u_j\|^2 + \xi^1_{ij},
$$

$$
\xi^0_{ij} = -\frac{1}{2}\|a_i - v_j\|^2 + \xi^0_{ij}.
$$

This means that the legislator will vote “yes” if $\xi^1_{ij} > \xi^0_{ij}$, i.e. if

$$
\langle a_i, u_j - v_j \rangle - c_j > -(\xi^1_{ij} - \xi^0_{ij}),
$$

where $c_j = \frac{1}{2}(\|u_j\|^2 - \|v_j\|^2)$. If $F$ is the cumulative probability distribution of $-(\xi^1_{ij} - \xi^0_{ij})$, then $\pi_{ij}$, the probability that legislator $i$ will vote “yes” on roll call $j$ is simply $F\{\langle a_i, u_j - v_j \rangle - c_j\}$, which is precisely the binary PCA representation we have studied so far. An identification analysis, using the second derivatives of the likelihood function, has been published by Rivers [2003]. There are also random legislator versions of this model [Bailey, 2001], and, similar to IRT, the field has been caught in the maelstrom of MCMC [Jackman, 2000, 2001].

Both IRT and roll-call analysis are special cases of binary choice problems. There are many probabilistic version of the compensatory model for preferential choice, which are reviewed very ably in Böckenholt and Gaul [1986] or Takane [1987]. We can use the utility formulation of the roll-call models to derive the paired comparison model in which individual $i$ prefers $j$ to $\ell$, which we also write as $j >_i \ell$, if $\text{prob}(j >_i \ell) = F(\langle a_i, b_j - b_\ell \rangle)$. Applying majorization to this representation allows us to iteratively apply the constrained PCA techniques of Takane and Hunter [2001], where we constrain the scores of pair $(j, \ell)$ to be of the form $b_j - b_\ell$. 
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6 Examples

We use the data for the 2001 House of Representatives, with votes on 20 issues selected by Americans for Democratic Action [Ada, 2002]. Descriptions of the roll calls are given in Appendix B. We use the logit function for our binary PCA.

![Homogeneity Analysis](image)

The algorithm needs 186 iterations to attain three decimals precision in loss function convergence. The proportion of correct classifications is 0.9387, up just a tiny bit from 0.9322 after the first iteration. The number of fitted probabilities which are indistinguishable from either zero or one is 36%.
In the first of the two plots we give the results of an MCA. The second plot gives the binary PCA. Legislators in the plots are labeled by party. In the MCA solution we have (marginally) fewer correct classifications. Parties are separated more clearly and we see some of the conservative democrats in the republican hull. The logistic PCA solution shows a little bit more detail within party, and less separation between the two party clumps. If we plot the 20 issues as lines in the plot, we find that almost all pass through the origin and separate the republicans from the democrats. It seems that voting in the house is so polarized that not much additional stable structure can be found.

This is one of the cases where MCA and logistic or probit binary PCA are close. In other examples, for instance in IRT, the differences will generally be more pronounced. Observe that binary PCA has the advantage that separating hyperplanes are also computed, while in MCA the issues are merely represented as centroids of the groups of individuals voting "aye" and "nay". Binary PCA fits a system of inequalities and can be discussed in terms of the number of violations, MCA computes a convenient geometric representation with small clumps and it has not clear concept of violations at all.

A similar analysis of the 2001 Senate shows the same dominant dichotomy, with perhaps a bit more detailed structure.
7 Discussion and Conclusions

The logistic (and probit) forms of principal component analysis discussed in this paper, and the corresponding majorization algorithms, seem to work well. Convergence is fast, and MCA provides a very good starting point. In the examples we have analyzed they do not show great improvements over simple homogeneity analysis, but this may very well be due to the extreme polarization in US politics. In IRT, for example, it is well known that homogeneity analysis (which is just a PCA of point correlations) gives results which can be quite different from those of simple logistic models. It will be a useful topic for further research to compare the two classes of techniques on different types of examples.

There are at least two additional interesting developments in the general approach we have outlined here. Both are currently being tested. In the first we extend the logistic majorization method to general choice and ranking models with multiple alternatives. This gives, for instance, a logistic version of multiple correspondence analysis for general sets of indicator matrices. In the second development, logit and probit majorizations are used, in combination with the EM algorithm, to derive algorithms for random score versions of the various choice models. Although these new developments are largely untested, they seem to indicate that using quadratic majorization for choice models allows us to construct a very rich class of techniques. Compared with similar least squares based techniques, such as the ones in Gifi [1990], they have the advantage of of maximizing a Bernoulli likelihood and not requiring arbitrary normalizations. They have the disadvantage of sometimes leading to partially degenerate solutions, in which points are moved to infinity to improve the fit.
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A Logit and probit Bounds

A.1 The Logit Case

We first derive a result familiar from Böhning and Lindsay [1988], Lange et al. [2000]. Define

\[ f(x) = -p \log \Psi(x) - (1 - p) \log(1 - \Psi(x)) = -\log(\Psi(qx)), \]

where \( q = 2p - 1 \) and

\[ \Psi(x) = \frac{1}{1 + \exp(-x)}. \]

**Theorem 3** \( f \) is strictly convex on \((0, 1)\) and has a uniformly bounded second derivative satisfying \( 0 < f''(x) < \frac{1}{4} \).

**PROOF.** Simple calculation gives

\[ f'(x) = q(\Psi(qx) - 1), \]
\[ f''(x) = \Psi(x)(1 - \Psi(x)). \]

Clearly

\[ 0 < f''(x) < \frac{1}{4} \]

for all \( 0 < x < 1 \), which is all we need.

This result can be improved by using a non-uniform bound due, independently, to Jaakkola and Jordan [2000] and Groenen et al. [2003]. The following result shows the non-uniform bound is, in fact, sharper than the uniform one.

**Theorem 4**

\[ \log \Psi(x) \geq \log \Psi(y) + (1 - \Psi(y))(x - y) + \frac{1 - 2\Psi(y)}{4y}(x - y)^2 \]
\[ \geq \log \Psi(y) + (1 - \Psi(y))(x - y) - \frac{1}{8}(x - y)^2. \]

**PROOF.** Let

\[ f(x) = \log \Psi(\sqrt{x}) - \frac{\sqrt{x}}{2}. \]

Then \( f \) is convex on \( x \geq 0 \) and

\[ f'(x) = \frac{1 - 2\Psi(\sqrt{x})}{4\sqrt{x}}. \]
Convexity implies $f(x) \geq f(y) + f'(y)(x - y)$, i.e.

$$\log \Psi(\sqrt{x}) - \frac{\sqrt{x}}{2} \geq \log \Psi(\sqrt{y}) - \frac{\sqrt{y}}{2} + \frac{1 - 2\Psi(\sqrt{y})}{4\sqrt{y}}(x - y).$$

Collecting terms and changing variables gives

$$\log \Psi(x) \geq \log \Psi(y) + \frac{x - y}{2} + \frac{1 - 2\Psi(y)}{4y}(x^2 - y^2),$$

which is, after some additional manipulation, the first inequality in the theorem.

The second inequality follows by a simple application of the mean value theorem.

$$\frac{1 - 2\Psi(y)}{4y} = \frac{\Psi(-y) - \Psi(y)}{4y} = -\frac{2\Psi(\xi)(1 - \Psi(\xi))y}{4y} = -\frac{1}{2}\Psi(\xi)(1 - \Psi(\xi)) \geq -\frac{1}{8}.$$  

In Groenen et al. [2003] the authors look for a quadratic majorization of the form

$$\log \Psi(x) \geq \log \Psi(y) + (1 - \Psi(y))(x - y) + a(y)(x - y)^2.$$

which has the additional property that the derivatives of the functions on both sides of the inequality sign are not only equal at $y$ but also at $-y$. They call this logistic majorization. For this we must have

$$a(y) = \frac{\Psi(-y) - \Psi(y)}{4y} = \frac{1 - 2\Psi(y)}{4y},$$

and this leads to Jaakkola-Jordan majorization, except for the fact that Groenen et al. [2003] still need an elaborate proof to show that this choice of $a(y)$ does indeed give a majorization function.
The difference between uniform and non-uniform majorization is clear from Figure A.1, where we plot $\delta(-y, y)$ as a function of $y$. Uniform majorization corresponds with the horizontal line at $-0.125$.

A.2 The Probit case

For uniform majorization in the probit case we use a result previously given by Böning [1999]. Our proof is different. Define

$$f(x) = -p \log \Phi(x) - (1 - p) \log(1 - \Phi(x)) = -\log \Phi(qx),$$

where $q = 2p - 1$ and

$$\Phi(x) = \int_{-\infty}^{x} \phi(z) dz,$$

with

$$\phi(z) = \frac{1}{\sqrt{2\pi}} \exp\{-\frac{1}{2}z^2\}.$$  

**Theorem 5** The function $f$ is strictly convex on $(0, 1)$ and has a uniformly bounded second derivative satisfying $0 < f''(x) < 1$.

**PROOF.** By simple computation

$$f'(x) = -qm(qx),$$

and

$$f''(x) = qxm(qx) + m^2(qx).$$

where

$$m(x) = \frac{\phi(x)}{\Phi(x)},$$

is the Inverse Mills’ Ratio.

We now use a trick from Sampford [1953]. Consider a standard normal random variable, truncated on the right (from above) at $qx$. Its variance is $1 - qxm(qx) - m^2(qx)$, see Johnson et al. [1994, section 10.1], and because variance is positive, we see that $f''(x) < 1$. On the other hand, the variance, which is a conditional variance, must be less than that of the standard normal, which implies $f''(x) > 0$.  
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A.3 Sharpest Quadratic majorization

The sharpest quadratic majorization [De Leeuw, 2003b] is obtained by defining

\[ \delta(x, y) = \frac{f(x) - f(y) - f'(y)(x - y)}{(x - y)^2}, \]

and then choosing the coefficient of the quadratic term in the majorization

\[ f(x) \geq f(y) + f'(y)(x - y) + a(y)(x - y)^2 \]

as

\[ a(y) = \inf_{x \neq y} \delta(x, y). \]

In the logit case we know, from Theorem 4 that

\[ \delta(x, y) \geq \frac{1 - 2\Psi(y)}{4y}, \]

and, from the proof, we have equality if and only if \( x^2 = y^2 \). Thus

\[ \inf_{x \neq y} \delta(x, y) = \delta(-y, y) = \frac{1 - 2\Psi(y)}{4y}, \]

and Jaakkola-Jordan majorization is sharp.

In the probit case (we conjecture that) \( \delta(x, y) \) is increasing in \( x \), and

\[ \inf_{x \neq y} \delta(x, y) = \lim_{x \to -\infty} \delta(x, y) = -\frac{1}{2}, \]

and uniform majorization is sharp.
B ADA Roll Call Descriptions

<table>
<thead>
<tr>
<th>Code</th>
<th>Description</th>
<th>ADA</th>
</tr>
</thead>
<tbody>
<tr>
<td>HR 333</td>
<td>Bankruptcy Overhaul</td>
<td>yes</td>
</tr>
<tr>
<td>SJ Res 6</td>
<td>Ergonomics Rule Disapproval</td>
<td>no</td>
</tr>
<tr>
<td>HR 3</td>
<td>Income Tax Reduction</td>
<td>no</td>
</tr>
<tr>
<td>HR 6</td>
<td>Marriage Tax Reduction</td>
<td>yes</td>
</tr>
<tr>
<td>HR 8</td>
<td>Estate Tax Relief</td>
<td>yes</td>
</tr>
<tr>
<td>HR 503</td>
<td>Fetal Protection</td>
<td>no</td>
</tr>
<tr>
<td>HR 1</td>
<td>School Vouchers</td>
<td>no</td>
</tr>
<tr>
<td>HR 1836</td>
<td>Tax Cut Reconciliation Bill</td>
<td>no</td>
</tr>
<tr>
<td>HR 2356</td>
<td>Campaign Finance Reform</td>
<td>no</td>
</tr>
<tr>
<td>HJ Res 36</td>
<td>Flag Desecration</td>
<td>no</td>
</tr>
<tr>
<td>HR 7</td>
<td>Faith-Based Initiative</td>
<td>yes</td>
</tr>
<tr>
<td>HJ Res 50</td>
<td>China Normalized Trade Relations</td>
<td>yes</td>
</tr>
<tr>
<td>HR 4</td>
<td>ANWR Drilling Ban</td>
<td>yes</td>
</tr>
<tr>
<td>HR 2563</td>
<td>Patients’ Rights/HMO Liability</td>
<td>no</td>
</tr>
<tr>
<td>R 2563</td>
<td>Patients’ Bill of Rights</td>
<td>no</td>
</tr>
<tr>
<td>HR 2944</td>
<td>Domestic Partner Benefits</td>
<td>no</td>
</tr>
<tr>
<td>HR 2586</td>
<td>U.S. Military Personnel Overseas/Abortions</td>
<td>yes</td>
</tr>
<tr>
<td>HR 2975</td>
<td>Anti-Terrorism Authority</td>
<td>no</td>
</tr>
<tr>
<td>HR 3090</td>
<td>Economic Stimulus</td>
<td>no</td>
</tr>
<tr>
<td>HR 3000</td>
<td>Trade Promotion Authority/Fast Track</td>
<td>no</td>
</tr>
</tbody>
</table>

The votes selected cover a full spectrum of domestic, foreign, economic, military, environmental and social issues. We tried to select votes which display sharp liberal/conservative contrasts. In many instances we have chosen procedural votes: amendments, motions to table, or votes on rules for debate. Often these votes reveal true attitudes frequently obscured in the final votes.
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