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Abstract

A well-known rule in practical survey research is to include weights when estimating a population average but not to use weights when fitting a regression model—as long as the regression includes as predictors all the information that went into the sampling weights. But it is not clear how to apply this advice when fitting regressions that include only some of the weighting information, nor does it tell us what to do when analyzing already-collected surveys where the weighting procedure has not been clearly explained or where the weights depend in part on information that is not available in the data. It is also not clear how one is supposed to account for clustering in such analyses. We propose a quasi-Bayesian approach using a joint regression of the outcome and the sampling weight, followed by poststratification on the two variables, thus using design information within a model-based context to obtain inferences for small-area estimates, regressions, and other population quantities of interest.

1. Background

1.1. Survey weights

One of the central challenges of statistics is generalizing from sample to population. The natural first step here is to adjust for known, expected, or assumed discrepancies between sample and population—but even this basic level of correction can be challenging, especially when sample and population diverge in many dimensions (for example, age, sex, education, ethnicity, geography, and political affiliation in social surveys).

Weighting is a way to summarize an adjustment: each item in the sample gets a nonnegative weight which is intended to be proportional to its representation in the population. Population estimates can then be obtained as weighted averages of the sample.

Four difficulties arise with classical weighting: construction of weights, uncertainty estimates, small-area estimation, and regression modeling.

Construction of weights is difficult because real-world surveys will require adjustment for many factors, and simple approaches based on poststratification or estimated probabilities of sampling result in highly noisy weights. This in turn motivates more complicated approaches based on smoothing weights or modeling outcomes, which can be done but at the cost of many choices in modeling and estimation.

Standard errors or other uncertainty measures with weighted averages are challenging because a set of weights is sufficient to define a weighted average but does not specify a full probability model; additional assumptions must be added beyond those implied by the weights.
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1An example of a known discrepancy between sample and population would be a sample of 60 women and 40 men that is intended to represent a population that is 52% women and 48% men. An example of an expected discrepancy would be clusters sampled with probability proportional to a known measure of size. These discrepancies become assumed if the population proportions and sampling probabilities are approximate and not known.
Small-area estimation using weights is difficult because a small area may have so few observations that no weighted estimate will be reasonable. Consider, for example, a national political survey that contains five responses from Wyoming, all of whom support the Republican candidate for president. Any weighted average would result in an obviously wrong estimate of 100% Republican support in the state. Weighting is defeated by data granularity, and modeling is required.

Regression modeling with weights can work in simple settings, replacing least squares or maximum likelihood with weighted versions of these methods, but it becomes more difficult when moving to more advanced multilevel, Bayesian, or regularized methods that are needed to answer complex questions in the presence of data granularity.

This is not to say that weighting-based methods are useless. Much work has gone into population inference using survey weights. Our point here is that there are no generally applicable or easy solutions to the above problem, and so there are theoretical, methodological, and applied reasons for wanting a generally-applicable and unified approach to regression modeling and small-area estimation using survey weights.

1.2. Multilevel regression and poststratification

Multilevel regression and poststratification (MRP) or, more generally, regularized regression and poststratification, is an approach to survey analysis that combines modeling of the data with adjustment for nonrepresentativeness of the sample. In the basic MRP setup, an outcome $y$ and background variables $x$ are observed in the sample, and the distribution of $x$ is known in the population. If the variables in $x$ are discrete, then their interactions define poststratification cells. If the observed data are independently sampled with probabilities of selection that do not vary within poststratification cells, then we can perform population inference by fitting a regression model of $y$ on $x$ and then averaging over the cells in proportion to their known population counts.

So far, this is simply regression and poststratification. The multilevel part comes in because, given the implicit assumption of constant probability of inclusion within cells, there is a desire to poststratify on as many factors as possible, and a regression model with a large number of predictors and interactions cannot be estimated stably using least squares. Multilevel modeling is a good way to fit a regression with many predictors such as arise when modeling survey responses given demographic and geographic factors. Other approaches are possible, hence we can also use the more general term, “regularized regression and poststratification.” A key attribute of MRP (or RRP) is that it allows predictions for $y$ given values of $x$ that are not observed in the sample, or which have such small counts in the sample that it would be impossible to make predictions for them from the data alone.

There is a growing literature on MRP and its generalizations. Challenges include obtaining good group-level predictors for multilevel regressions (so that, for example, inferences for small states in a national survey are partially-pooled toward reasonable state-level estimates rather than to a national baseline); adjusting for non-census variables (in which case the population counts of the poststratification cells themselves must be estimated from the data); analyzing cluster samples when the cluster sizes in the population are unknown; and, with particular relevance to the present research, modeling unequal sampling probabilities within poststratification cells. One quick way to incorporate survey weights is to replace the observed mean response within each cell by its weighted mean, but this approach fails when data are sparse and many cells have only a single respondent, in which case important variation in the weights can be missed.
1.3. Analyzing surveys collected by others

Textbooks on survey sampling focus on the scenario in which the data are analyzed by the same team that conducted the survey. There is some literature on the construction of sampling weights, but not much on the analysis of surveys collected by others, even though this is a common mode of social science research. Publicly-available surveys typically come with weights but often do not fully explain how the weighting scheme was chosen or exactly how the weights are computed, hence it can be difficult or impossible to reproduce the procedure starting from the data.

The standard advice for analysis of data collected by others is to use the weights when estimating population averages but not when fitting regressions, as long as all the variables that went into the weighting are included as predictors. This advice is useful where it can be followed, but it does not resolve the question of what to do when fitting a regression whose predictors do not include all the variables that went into the weights. In addition, it is awkward to consider averaging and regression as different problems, given that averaging is a special case of regression. For example, when estimating the average within a subgroup (for example, average responses for women or men), we might simply use weighted average from the relevant group in the sample, but if the subgroup is small enough (for example, individual states or geographic/demographic categories in a national survey), we would want to perform small-area estimation using regression.

The goal in the present paper is to share a general approach to analyzing surveys with weights, under the scenario that the weights have already been constructed before we see the data. This is similar to the idea in multiple imputation for public surveys, in which the organization in charge of the survey uses sophisticated methods to construct imputations, and then users can analyze the imputed datasets, taking the imputations as given. Dividing the problem in two parts—first the construction of the weights, then the analysis of the weighted dataset—entails an inevitable loss of statistical efficiency (except in some special cases), but, as with imputation, offers practical gains of division of labor and facilitates comparability of analyses by different users of the same survey.

2. A quasi-Bayesian approach to regression with survey weights

2.1. Model

Suppose we have a vector of background variables \( x \) that are observed in the sample and whose distribution is known in the population, and a weight variable \( w > 0 \) and scalar outcome \( y \) that are known only in the sample. Assume the data have been sampled independently from the population with probabilities inversely proportional to the weights.\(^2\) The poststratification cells \( j = 1, \ldots, J \) correspond to the possible values of \( x \) in the population; we label these as \( x_j \), with \( N_j \) being the size of cell \( j \) in the population.

Our goal is to perform Bayesian inference for the population values of \( y \), given their known background variables \( x \). Inference for these individual units can then be combined to get inference for the entire population or for subgroups of interest; this is the poststratification step. For example, if we are poststratifying a national poll into 4 age categories, 2 sex categories, 5 education categories, and 50 states, then the number of cells is \( J = 4 \cdot 2 \cdot 5 \cdot 50 = 2000 \), and the population mean value of the outcome for white people in Alabama, for example, is the weighted average of \( \mathbb{E}(y|x_j) \) over the 10 cells corresponding to that group.

If there were no survey weights and we could assume equal-probability sampling, we would simply regress \( y \) on \( x \) in the sample and then use the fitted models to make predictions (with

\(^2\)We use the term “sampling” here to include all factors relating to inclusion in the sample, including nonresponse.
uncertainty) for the rest of the population. The challenge is that the data are sampled with unequal probabilities. We use the notation $p$ and $p_{\text{sample}}$ for the distributions of the population and sample, respectively; that is, we are considering the items in the population to be drawn at random from an infinite superpopulation with distribution $p(y, x, w)$, so that the sample can be considered a draw from the distribution $p_{\text{sample}}(y, x, w) \propto p(y, x, w)/w$.

We handle the problem of unequal sampling probabilities by modeling the process in two steps:

Model for the outcome: $p(y|x, w, \theta)$
Model for the weights: $p(w|x, \phi) \propto w p_{\text{sample}}(w|x, \phi)$,

(1)

where $\theta$ and $\phi$ represent the parameters in the outcome and weight models. Both the models in (1) are conditional on $x$, which is fine because $x$ is assumed to be known in the population. The advantage of the above formulation is that it makes clear how both models can be estimated from the sample data sample.

In effect, we are poststratifying on $(x, w)$, which requires estimation of $p(w|x)$ so that we can construct the joint distribution of $x$ and $w$ in the population.

Three key aspects of this approach are:

- The outcome model in the first line of (1), which, following the principles of MRP, can include many predictors $x$ and their interactions;
- The adjustment for the sampling weights in the transition from sample to population distributions in the first line of (1), which captures the adjustment information in the weights;
- The adjustment for $w$ is performed using a model, rather than simply reweighting individual data points. Using a model allows the method to work with sparse data, using MRP, the observed data are used to estimate a complete population distribution.

Finally, we assume we are interested in the overall population mean $\bar{Y}$ and functions of the population mean within poststratification cells, $\bar{Y}_j$, and for simplicity we assume an essentially infinite population, so that we can approximate each $\bar{Y}_j$ by its expectation, $E(y|x_j)$. Our method also applies to finite populations and other summaries (for example, when estimating the variance of attitudes within states, which can be of interest when studying the geography of political polarization). We restrict the focus to means (or proportions, which is a special case of means with a binary outcome) only for simplicity in this short paper.

2.2. Inference and computation

Before getting into details of Bayesian inference, uncertainty, and computation, let us consider how to fit (1) using point estimation. The first step is to regress $y$ on $x$ and $w$, yielding some $p(y|x, w, \theta)$. The second step is to regress $w$ on $x$, again using the observed data, thus yielding some $p_{\text{sample}}(w|x, \phi)$. Here we are simply taking $\theta$ and $\phi$ as their point estimates. Next we convert from sample to population distribution,

$p(w|x, \phi) = \frac{w p_{\text{sample}}(w|x, \phi)}{\int w p_{\text{sample}}(w|x, \phi)dw}$.

(2)

This latter expression needs to be evaluated for each value of $x$ in the population (that is, for all the poststratification cells), hence the integral in (2) must either be determined analytically or though some fast approximation. Conceptually, though, the problem is now solved: for each
poststratification cell \( j \), we determine \( p(w|x_j, \phi) \) from (2) and then average over this distribution to get the predictive distribution of \( y \) in cell \( j \):

\[
p(y|x_j, \theta, \phi) = \int p(y|w, x_j, \theta)p(w|x_j, \phi)dw.
\] (3)

This integral can be performed analytically or else approximated in some way. In any case, we now have estimated the population predictive distribution within each cell and can then poststratify by averaging over the assumed-known cell counts in the population.

Bayesian inference is performed the same way, with the only difference being that inferential inference about \( \theta \) and \( \phi \) is propagated through (2) and (3). Here is a computational implementation:

1. Fit the model \( p(y|x, w, \theta) \) to the sample data; obtain posterior simulations \( \theta^s, s = 1, \ldots, S \).

2. Fit the model \( p_{\text{sample}}(w|x, \phi) \) to the sample data; obtain posterior simulations \( \phi^s, s = 1, \ldots, S \).

   If \( \theta \) and \( \phi \) share parameters or are dependent in their prior distribution, these two models would be fit together in one step.

3. For each draw \( (\theta^s, \phi^s) \):
   
   (a) Draw weights \( w^l, l = 1, \ldots, L \) from \( p_{\text{sample}}(w|x_j, \phi^s) \)

   (b) For each \( w^l \), compute \( E(y|x_j, w^l, \theta^s) \) from the regression model. Then compute \( \sum_{l=1}^L w^l E(y|x_j, \theta^s, \phi^s)/\sum_{l=1}^L w^l \). Label this weighted average as \( \hat{Y}_{js} \); it is a Monte Carlo estimate of \( E(y|x_j, \theta^s, \phi^s) \), the population mean within cell \( j \) under the model.

   (c) Compute the population mean \( \hat{Y}^s = \sum_{j=1}^J N_j \hat{Y}_{js}/\sum_{j=1}^J N_j \) and any subpopulation means or comparisons of interest.

4. Approximate the posterior distribution of all quantities saved in the previous step by their \( S \) simulations.

The workflow would then be continued with the usual steps of checking computational accuracy, model fit, and sensitivity, and altering or expanding the model as necessary.

This approach should automatically give stable small-area estimates, as long as the factors defining the small areas are included in \( x \), and as long as multilevel modeling or some other form of regularization is used to fit the regression models in (1). Indeed, this is the main selling point of our approach, that it seamlessly performs weighting adjustment within a modeling context that allows small-area estimation and poststratification.

If there is interest in within-cell population summaries other than averages, then step 3b of the above algorithm must be made more general. Instead of simply computing a weighted average over the draws \( w^l \), we can use Pareto-smoothed importance resampling to draw a subset \( M < L \) of these weights with probabilities proportional to \( w^l \). Collect the \( M \) resampled draws and renumber them as \( w^m, m = 1, \ldots, M \). These approximate a set of draws from the population model, \( p(w|x_j, \phi^s) \). For each \( w^m \), we can then continue by sampling one value \( y \) from the predictive distribution, \( p(y|x_j, w^m, \theta^s) \). We can then complete the process by computing whatever summaries are desired using the \( M \) draws of \( y \) within that cell.
2.3. Closed-form solution with a lognormal or gamma model for the weights

The algorithm just described has a cumbersome nested design requiring a new draw of \( w^1, \ldots, w^L \) for each posterior draw of the model parameters, along with a potentially unstable weighted averaging step.

One way to speed the computation is to use a model for the weights where the denominator of (2) can be evaluated in closed form. One such model is lognormal regression.

Suppose we define \( v = \log w \) and fit the model,
\[
p_{\text{sample}}(v|x) = \text{normal}(v | g(x, \beta), \sigma),
\]
where \( g \) is some family of regression functions given parameter vector \( \beta \), so that \( \phi = (\beta, \sigma) \). Then (2) can be written as,
\[
p(v | x, \phi) = \frac{e^v p_{\text{sample}}(v | x, \phi)}{\int e^v p_{\text{sample}}(v | x, \phi) dv},
\]
and we can simplify the expression that appears in the numerator and denominator:
\[
e^v p_{\text{sample}}(v | x, \phi) = e^v \frac{1}{\sqrt{2\pi \sigma}} e^{-\frac{1}{2\sigma^2} (v-g)^2} = \frac{1}{\sqrt{2\pi \sigma}} e^{-\frac{1}{2\sigma^2} ((v-g)^2 - 2\sigma^2 v)} = \frac{1}{\sqrt{2\pi \sigma}} e^{-\frac{1}{2\sigma^2} ((v-(g+\sigma^2))^2 - \sigma^4 - 2g\sigma^2)} = e^{g+\frac{1}{2}\sigma^2} \text{normal}(v | g + \sigma^2, \sigma),
\]
so that (4) becomes,
\[
p(v | x, \phi) = \frac{e^{g+\frac{1}{2}\sigma^2} \text{normal}(v | g + \sigma^2, \sigma)}{e^{g+\frac{1}{2}\sigma^2}} = \text{normal}(v | g + \sigma^2, \sigma).
\]
Thus, under the lognormal model, the population distribution of the weights is identical to the sample distribution except that it is shifted to the right by \( \sigma^2 \). This makes sense. First, a large weight corresponds to more representation in the population, so we should expect higher weights to be more common in the population than in the sample. Second, \( \sigma^2 \) is the residual variance of the log weights, so the higher the value of \( \sigma \), the more consequential will be the weighting, hence the larger the shift. At the extreme of \( \sigma = 0 \), the weights do not vary within poststratification cells at all, and no adjustment is needed.

The above calculation took advantage of a conjugacy property of \( e^v \) with the normal density. Closed-form computation is available under other models as well. For example, if the weights follow a gamma regression, then multiplying the density function by \( w \) has the effect of adding 1 to the shape parameter of the model and correspondingly shifting the mean upward, so that if the mean of the distribution of \( p_{\text{sample}}(w|x, \phi) \) in the sample is \( g \), then the mean in the population distribution \( p(w|x, \phi) \) becomes \( g + \frac{1}{\alpha} \), which again makes sense, both in that it is an increase compared to the sample and that the increase goes to zero in the limit of \( \alpha \to \infty \), which corresponds to a gamma distribution with zero variance.

2.4. Closed-form solution with a mixture of lognormals or gammas

For various reasons, the distribution of weights can be far from normal or gamma. But we can retain the clean computation of these conjugate forms using a mixture model. We demonstrate with the lognormal.
Start with the model, \( p_{\text{sample}}(v|x, \phi) = \sum_{k=1}^{K} \lambda_k \text{normal}(v|g_k(x, \beta), \sigma_k) \). Then similar algebra as above yields the population distribution,

\[
p(v|x, \phi) = \frac{\sum_{k=1}^{K} e^{g_k + \frac{1}{2}\sigma_k^2} \lambda_k \text{normal}(v|g_k + \sigma_k^2, \sigma_k)}{\sum_{k=1}^{K} e^{g_k + \frac{1}{2}\sigma_k^2} \lambda_k},
\]

which again is a mixture of lognormals. In addition to each mean being shifted by \( \sigma^2 \) as before, the mixture proportions change, with modes with higher values counting more in the population, which makes sense.

2.5. Using the closed-form models as approximations

In practice it may be enough to model the weights using lognormal or gamma error terms or perhaps mixtures of one of these. But if a more general model is desired, we should be able get much of the computational benefits by first fitting the closed-form model and then using it as an approximation for the desired model. Instead of importance ratios \( w_l \) in step 3b of our algorithm, we could use the ratio of the exact and approximate densities, which should be more stable.

3. Concerns

3.1. Unrealistic assumptions of the model

We call our method quasi rather than fully Bayesian because it is based on a generative model in which the weights \( w \) are defined in the population and are drawn to create the sample, but in real surveys the weights are constructed from the sample and do not have a population distribution to be estimated. In that way, our approach is similar to many applications of statistics in which a probability model is used even in the absence of any superpopulation or physical randomization.

Our model assumes independent sampling with probabilities proportional to \( 1/w \), but survey weights are often constructed by raking and do not represent sampling probabilities at all. Even when weights are intended to represent inverse sampling probabilities, they generally do not because the construction of weights is only approximate.

Why would we purposely construct a model that is wrong in these crucial ways? The short answer is that, to the extent that weights are well constructed in a practical sense and used as intended, an item with weight \( w \) in the sample is intended to represent \( w \) items in the population. Our procedure can be viewed as a smoothed version of applying weights to items in the sample. To the extent that it is intended to be a model-based adaptation or generalization of existing practice, it makes sense to take the weights seriously and consider them as being inversely proportional to the probability of inclusion in the sample, even if they are not. Similarly, the assumption of independent sampling can be viewed as an instantiation of the recommended methods in which weights are attached to individual units. As we have written elsewhere, we fit a model consistent with standard practice because we want our approach to be an improvement upon rather than merely a replacement for standard weighted analysis of sample surveys.

Another potential concern is the use of a regression, \( p(w|x) \) that implies a continuous distribution of weights in the population, even though weights in real surveys typically take on only a finite possible number of values. With a reasonable model, this should not be such an issue—a lognormal regression should be a reasonable fit to weights that are constructed by multiplying many individual factors, mixture modeling can capture the discreteness that can arise if weights are dominated by one or two factors, also to the extent that the weights depend on variables in \( x \), much of their
variation will be explained by the deterministic part of the weighting regression anyway—but it can represent a modeling challenge.

3.2. Sensitivity to large weights

In addition, we need to be concerned about the right tail of the fitted weight distribution, for two reasons. First, survey weights are often smoothed or trimmed to reduce variability, which can make sense as a variance-reduction tool but invalidates their interpretation as inverse probabilities of selection. Second, large weights correspond to low sampling probabilities, so they represent “dark matter” in the sampling procedure: potentially large chunks of the population that are expected to appear rarely or not at all in the data. Any resolution of this problem requires strong assumptions, such as a hard cap on the maximum weight in the population or a short upper tail that limits the total proportion of the population that would have large weights. In a finite-population analysis there is also a bound on the other end, because the probability of inclusion in the sample can never exceed 1.

When considering these aspects of sensitivity to model assumptions, remember that the ultimate goal is to estimate \( p(y|x) \); the weights are just a means to this end, a way of adjusting for the biases that would occur if one were to attempt to extrapolate from a fitted model without adjusting for known discrepancies between sample and population. What is relevant, then, is the dependence of \( p(y|x, w) \) on \( w \). If this model is a smooth function of \( w \), then approximating a discrete distribution of \( w \) by a continuous distribution might not cause serious problems. If the model behaves calmly for large values of \( w \), then the “dark matter” problem of very large weights in the population might not be such a concern. It should be possible to do some theoretical analysis, looking at the tails of the model for \( w \) along with the functional form of \( p(y|x, w) \) for large \( w \) to ensure bounded influence from the unobserved items with large weights.

4. Theoretical examples

We can work through some simple simulated-data examples to understand where the method works and where it breaks. Here are some ideas:

- No background variables \( x \), only weights \( w \), so the goal is to estimate the population mean. How does our approach compare to the simple weighted average?
- Weights \( w \) that depend entirely on the background variables \( x \). Our approach should be identical to unweighed MRP.
- Simple stratified sample with weights; then perform the analysis ignoring the strata. How does this differ from the standard stratified analysis? How does it differ from a weighted-average analysis ignoring strata.
- Finite-population sample including a certainty stratum and thus a hard lower bound on weights.
- Poststratification weights modeled as inverse-probability weights: how much does our approach inflate the variance estimate compared to the correct poststratification analysis?
- Simple small-area estimation without or with a group-level predictor. Result will depend on the dependence between weights and expected outcome, so try different possibilities in the simulations.
• Small-area estimation with a huge number of cells so $n_j = 0$ or 1 in almost all cells and there is no observable variation in weights within each cell, but the weights still matter.

These examples raise conceptual challenges. Consider, for example, a national survey that is poststratified by geography, in such small areas (for example, zip codes) that there are no cells with more than one respondent in the sample. Also suppose that the survey weights are not based on geography but are instead based on the number of people living in the respondent’s household, a variable that is not otherwise included in the analysis. The weights will still vary by geography even though they are not defined explicitly in geographic terms. But with only one respondent per poststratification cell in the data we cannot estimate the within-cell variance in log weights (the crucial parameter $\sigma^2$ in model (5)), and the only way forward, short of including the “number of people in the household” variable in the analysis, might be to combine cells to allow the estimation of within-cell variation of the weights.

Add some structure to the problem, though, and it becomes easier to solve. Take the same example, with the same number of poststratification cells, but suppose they are formed by the intersection of several variables, for example age, sex, ethnicity, education, and congressional district. In this case, a multilevel regression of log weight on these factors will yield a nonzero residual variance, as long as the model does not include the fully-saturated interaction of all the predictors.

5. Applications

We want as soon as possible to apply our method to real surveys. Two examples we have immediately at hand are the Cooperative Election Survey and Pew Research pre-election polls. Both these surveys include weights, and we have applied MRP to both of them in the past. We can also see how our method works when including post-election weighting based on vote preference.

We can also look into the Fragile Families Study, a survey of at-risk births for which we were involved in construction of the weights.

Evaluating the method in applied examples can be difficult because for most survey questions we do not know the true population values. One setting where we do know the truth, and which we have used to evaluate MRP in the past, is U.S. election polling; however, challenges arise there too given problems of differential nonresponse by party.

That said, we still think much can be learned by applying our procedure to real problems. The method could run into computational problems, it could give completely unreasonable results, the model could have problems fitting to the data. More positively, we could get a sense of distributions of weights in real surveys and compare different approaches to small-area estimation and regression modeling in the presence of survey weights.

We can also conduct simulation studies by subsampling from real survey data. In that case, the “population” (a large existing survey) is completely known, we have full control over the sampling procedure, we can define weights however we want, and we can compare our inferences to the population values, checking accuracy of estimates and coverage of uncertainty intervals.

6. Looking forward

Some loose ends in our procedure include model checking, workflow, and sensitivity to large weights in the population.

Some future challenges include inference with known margins (poststratification with marginal or lower-dimensional joint distributions, for example post-election adjustments based on local vote
totals); cluster sampling; inference for non-census variables (for example, religion); and inverse-probability weighting in causal inference.

For now, our practical recommendations depend on where you stand in the process of data preparation and analysis:

- If you have access to the raw data and relevant population information: Then we would not typically recommend the methods in this paper. Instead of creating weights and then incorporating them into the analysis, it should be better to just model the data directly conditional on all information that might go into weighting. This might require augmenting the poststratification table (if there are relevant non-census variables: information predictive of the outcome and predictive of inclusion in the sample that is not available at the population level), but that modeling could be done directly, with no need to create survey weights as intermediate quantities.

- If you have conducted a survey and want to create weights for others to use: In this case it could make sense to anticipate the methods discussed in the present paper when forming the weights. It could help future users of the survey if the weights contain relevant information to help the model-based analysis perform well. Some research is needed here, given that probabilities of inclusion in the sample are generally not known, only estimated, and also given that the goal is adjustment to the population, not estimation of inclusion probabilities.

- If you are analyzing a survey collected by others where the weights have been supplied: Here, we hope our theoretical and applied examples give some sense of when it would make sense to follow the approach presented here.

Our theoretical and practical challenge is to design a procedure that unifies existing design-based weighting methods and existing model-based approaches to small-area estimation. We will learn more when we try out the method on some examples.
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