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An article recently published in the Annals of Surgery states: “as 80% power is difficult 
to achieve in surgical studies, we argue that the CONSORT and STROBE guidelines 
should be modified to include the disclosure of power—even if <80%—with the 
given sample size and effect size observed in that study” [1]. 
 
This would be a bad idea.  The problem is that the (estimated) effect size observed in a 
study is noisy, especially so in the sorts of studies discussed by the authors.  Using 
estimated effect size can give a terrible estimate of power, and in many cases can lead to 
drastic overestimates of power (thus, extreme overconfidence of the sort that is rightly 
deplored in the full article [1]), with the problem becoming even worse for studies that 
happen to achieve statistical significance. 
 
The problem is well known in the statistical and medical literatures; see, e.g, [2, 3].  For 
some discussion of the systemic consequences of biased power calculations based on 
noisy estimates of effect size, see [4], and for an alternative approach to design and 
power analysis, see [5]. 
 
That said, I agree with much of the content of [1].  I agree that the routine assumption of 
80% power is a mistake, and that requirements of 80% power encourage researchers to 
exaggerate effect sizes in their experimental designs, to cheat in their analyses in order to 
attain the statistical significance that they was supposedly so nearly being assured [6].  
More generally, demands for near-certainty, along with the availability of statistical 
analysis tools that can yield statistical significance even in the absence of real effects, 
have led to replication crisis and general corruption in many areas of science [7], a 
problem which I believe is structural and persists even in the presence of honest 
intentions of many or most participants in the process [8]. 
 
I appreciate the concerns of [1] and I agree with their goals and general 
recommendations, including their conclusion that “we need to begin to convey the 
uncertainty associated with our studies so that patients and providers can be empowered 
to make appropriate decisions.”  There is just a problem with their recommendation to 
calculate power using observed effect sizes. 
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