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In policy analysis it is common for there to be selection bias in reporting and publishing.  
We discuss some potential policy implications of systematic overreporting of positive 
and statistically significant results which leads to a feedback loop of bad studies, 
repeatedly spinning off unrealistic optimism followed by disappointment. 

 
Sims et al. (2022) and Simpson (2022) explain how published estimates of effect sizes tend to be 
overestimates, often by factors of two or even much more.  In this commentary, I will discuss 
how this bias can cause an unfortunate feedback loop of noisy studies and inflated policy 
prescriptions. 
 
For the reasons considered by the two articles under discussion, we should not be surprised when 
real-world policy impacts are much smaller than would be expected from a straight reading of 
the research literature. 
 
This is a big problem in applied statistics in general and education policy in particular.  For 
example, the respected economist James Heckman and his colleagues have claimed (Garcia et 
al., 2016) that, for a certain early childhood intervention, “The overall rate of return is 13.7% per 
annum, and the benefit/cost ratio is 7.3.”  That quoted sentence has two serious problems related 
to uncertainty and selection bias.  To start with, it is an elementary but important error to have 
written that “the overall rate of return is . . . the benefit/cost ratio is . . .”; each instance of the 
word “is” in that sentence should immediately have been followed by “estimated at.”  The next 
step is to recognize that selection on statistical significance induces biases in these estimates—
and, given the small samples, high variabilities, and researcher degrees of freedom in the studies 
where the estimates came from, the biases could be huge (Gelman, 2017a).  The report with its 
bold claims neither acknowledged this bias nor made any attempt to assess its magnitude. 
 
How can this happen, that respected researchers fail to recognize biases in their estimates on 
such an important topic?  We can attribute some of this to a problem with incentives—if you can 
get away with presenting biased estimates as the truth, this will make your favorite programs 
look more effective, presumably leading to a greater chance of adoption—and also to a 
misunderstanding of statistics, what we might call an ideology, in which the unbiasedness of raw 
estimates leads researchers to not think about the biases engendered by selection.  This attitude 
has been likened to a chain of reasoning that is believed to be as strong as its strongest [sic] 
link.  In the case of a randomized controlled trial, the strongest link is causal identification, 
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leading to unbiased estimation—but only if all results are reported.  Estimates are highly biased 
if we consider all the weak links in the chain, including the selection of how to analyze the data 
and what summaries to report; see, for example, Button et al. (2012) and Gelman (2018). 
 
Here are some potential policy implications of ignoring the biases arising from forking paths and 
selection in data analysis: 
 

1. Effects of interventions are overestimated, leading to implementations of interventions 
whose benefit-cost ratios are lower than anticipated, including interventions whose net 
benefits are negative. 

2. Interventions regularly work less well than advertised, leading to disillusionment with the 
entire process. 

3. In a sort of Gresham's Law situation, researchers who don’t use biased estimates are at a 
disadvantage, as it’s difficult for them to compete with research entrepreneurs who use 
statistical methods that routinely overestimate effect sizes.  To put it another way, the 
“winner’s curse” discussed by Simpson (2022) and Sims et al. (2022) is a plague not on 
the researchers who regularly promote exaggerated claims but rather on more careful 
researchers, along with future policymakers and students. 

4. Previously published overestimates lead researchers to expect unrealistically large effect 
sizes, so that they design studies that they believe have 80% power even if the actual 
power is more in the range of 6%; see discussion in Gelman (2017b). 

5. A literature full of overestimates can be summarized to yield a ridiculously 
overoptimistic estimate of the effect of future treatments, as Szászi et al. (2022) discuss in 
the context of a flawed meta-analysis of nudge interventions. 

 
The result is a feedback loop of bad studies, repeatedly spinning off unrealistic optimism 
followed by disappointment, with the Gresham factor making it difficult for realism to break into 
the cycle.  And, as the authors of the two papers under discussion emphasize, all this arises even 
in the best-case scenario of clean randomized studies of well-defined treatments. 
 
I would also like to add one caution.  The two articles under discussion explain the winner’s 
curse in randomized controlled trials.  But the same biases occur in observational studies when 
results are selected based on statistical significance or other criteria that favor large 
estimates.  The problem is not with the randomization, which is perhaps the strongest link in the 
chain of reasoning; it is with the summaries of results that discard information.  Causal 
identification is a good thing—as long as it does not become an excuse for researchers to ignore 
issues of measurement, noise, and selection. 
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