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CORRIGENDUM

Correction to Cook, Gelman, and Rubin ()

Andrew Gelman

Department of Statistics and Department of Political Science, Columbia University

We thank Sean Talts and Michael Betancourt for sharing an
example that made us realize the incorrectness of the following
statement in Cook, Gelman, and Rubin (2006):

Let qi = 1
L

∑L
ℓ=1 Iθ (0)

i >θ (ℓ)
i
, the empirical quantile for the ith replica-

tion. For any generic function h, we can determine the distribution5
of h(q) for correctly working software. In particular, if the software
works properly and therefore the posterior quantiles are uniformly
distributed, then h(q) = #−1(q) should have a standard normal dis-
tribution, where # represents the standard normal CDF.

The above claim is false, for two reasons. First, the rele-10
vant reference distribution is discrete uniform, not continu-
ous uniform, so the normal CDF is at best just an approxima-
tion. Second, with Markov chain simulation, the draws θ (ℓ) are

CONTACT

dependent, so for any finite L, the distribution of qi will not even
be discrete uniform.

The error wasn’t noticed in the original paper because the 15
method happened to work out on the examples. In general,
however, any claim of the statistical properties of any statement
about the distribution of draws from iterative simulation should
account for the dependence of these simulation draws.
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