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## 1 Additional Project Background

The Millennium Villages Project (MVP) was a ten-year, multi-sector, rural development project characterized by:

- implementation of evidence-based, multi-sectoral, and integrated interventions;
- participation of national, regional, and local government and communities in the planning, execution, and/or monitoring of these interventions;
- cost-sharing among the project, government, donors, and local communities; and
- adaptive implementation in response to local conditions.

The MVP simultaneously implemented interventions in agriculture and business, education, health, and infrastructure to address multiple objectives and to enable possible synergistic gains.[1, 2, 3] The ten-year project included two five-year phases. The first phase concentrated on "quick-win" interventions such as:

- free mass distribution of long-lasting insecticide-treated bednets and antimalarial medications;
- elimination of user fees for primary schools and for maternal and child health services;
- expansion of school meals programs;
- construction of roads and other infrastructure; and
- subsidization and provision of improved fertilizers and seeds.

The second phase emphasized increasing government ownership, capacity building, and strengthening of agribusiness, education, and health systems.

See Table 1 for information about each Millennium Village (MV), including its agroecological zone, start date, and end-line data collection period.

| Millennium Villages | Agroecological zone | Start date | End-line data collection period (2015) |
| :---: | :---: | :---: | :---: |
| Potou, Senegal | agro-pastoral millet/sorghum | Q1 2006 | July - November |
| Tiby, Mali | agro-pastoral millet/sorghum | Q1 2006 | July - December |
| Bonsaaso, Ghana | tree crop | Q3 2006 | April - October |
| Pampaida, Nigeria | cereal-root crops mixed (Sudan savanna) | Q2 2006 | July - October |
| Koraro, Ethiopia | highland temperate mixed | Q1 2005 | July - October |
| Ruhiira, Uganda | highland perennial | Q1 2006 | May - August |
| Sauri, Kenya | maize mixed (bimodal) | Q1 2005 | June - November |
| Mayange, Rwanda | highland perennial | Q3 2006 | July - September |
| Mbola, Tanzania | maize mixed (unimodal) | Q2 2006 | July - October |
| Mwandama, Malawi | cereal-root crops mixed (southern miombo) | Q3 2006 | March - October |

Table 1: Description of the ten Millennium Villages (MVs) covered in this evaluation.

## 2 Outcomes of Interest

Our outcomes consist of three types: Millennium Development Goal (MDG) indicators;[4] MDG proxy outcomes; and additional project-specified outcomes. We list these outcomes below. "I" denotes that the outcome was used in the impact evaluation. "A" denotes that the outcome has a target used in assessing target attainment. Proxy outcomes are labeled as approximations to official MDG indicators with a " $\approx$ " sign with subscripts.

Targets were defined by the UNDP, unless otherwise indicated: ${ }^{(u)}$ indicates a target defined by UNESCO; ${ }^{(w)}$ indicates a target defined by WHO; and ${ }^{(m)}$ denotes a target defined by the MVP for outcomes without internationally-recognized targets. [5, 6, 7, 8] Targets were either absolute or defined relative to 1990 national-rural data. Where 1990 national-rural data were not available, we used data temporally closest to 1990, see Table 2. Reference data were compiled from a variety of sources, including the World Bank, World Health Organization, Demographic Health Surveys (DHS), and United Nations Statistics Division databases. See Table 3 for site-specific targets.

### 2.1 Millennium Development Goal indicators and proxies

## MDG 1: Eradicate extreme poverty and hunger

1.1 Proportion of population below 1.25 USD ( $\mathbf{2 0 0 5}$ PPP) per day (A, I)

Definition: proportion of people who live below 1.25 USD ( 2005 PPP) per day, measured as consumption (including consumption from own production)
Target: reduce to $50 \%$ of the level in 1990
$\approx_{a}$ 1.1 Asset index (I)
Definition: an indicator of household wealth that combines both asset ownership and housing characteristics, reduced to one dimension using principal component analysis (PCA). For a formal definition see equation 3 in Filmer and Pritchett. [9, 10]
Target: no target
1.2 Poverty gap ratio (A, I)

Definition: the Foster-Greer-Thorbecke metric $\mathrm{FGT}_{1}=\frac{1}{n}{ }_{i=1}^{\mathfrak{n}_{0}} \frac{z-y_{i}}{z}$ summing over all $n_{0}$ people below the poverty line, $z=1.25$ USD (2005 PPP), where $y_{i}$ is the consumption of person $i$, and $n$ is the number of people sampled.[11] (Indicator 1.1 is $\mathrm{FGT}_{0}$ )
Target: reduce to $50 \%$ of the level in 1990
1.8 Proportion of children under five who are moderately or severely underweight (A, I)

Definition: proportion of children aged 12 to 59 months with weight-for-age $z$-score of $<-2$ based on the WHO standard Target: reduce to $50 \%$ of the level in 1990
$\approx_{s} 1.8$ Proportion of children under five who are moderately or severely stunted (A, I)
Definition: proportion of children aged 12 to 59 months with length-for-age or height-for-age z -score of $<-2$ based on the WHO standard
Target: reduce to $50 \%$ of the level in 1990
$\approx_{w} 1.8$ Proportion of children under five who are moderately or severely wasted (A, I)
Definition: proportion of children aged 12 to 59 months with weight-for-length or weight-for-height z -score of $<-2$ based on the WHO standard
Target: reduce to $50 \%$ of the level in 1990

## MDG 2: Achieve universal primary education

$\approx_{n} 2.1$ Adjusted net attendance ratio in primary education (A, I)
Definition: proportion of children of official primary school age (country specific) who attend primary or higher education Target: $\geqslant 90 \%{ }^{(\mathrm{m})}$
$\approx_{g}$ 2.1 Gross attendance ratio for primary education (A, I)
Definition: total attendants in primary school, regardless of age, expressed as a proportion (which can exceed $100 \%$ ) of the population of official primary school age (country specific)

Target: $\geqslant 90 \%(\mathrm{~m})$
2.2 Proportion of pupils starting first grade who reach last grade of primary education (A, I)

Definition: estimated probability of a student in first grade advancing to the end of primary school, subject to retention rates in the year of the survey, estimated by the reconstructed cohort method[4]
Target: $\geqslant 90 \%$ (m)
MDG 3: Promote gender equality and empower women
3.1 Gender parity in primary education (A, I)

Definition: ratio of girl gross attendance ratio to boy gross attendance ratio Target: $0.97-1.03^{(u)}$
MDG 4: Reduce child mortality
4.1 Under-five mortality rate (A, I)

Definition: estimated probability of a child dying before age five (usually reported as deaths per 1000 live births), subject to survival rates in the five years preceding the survey [12] Target: reduce to $33 \%$ of the level in 1990
4.2 Infant mortality rate (A, I)

Definition: estimated probability of a child dying before age one (usually reported as deaths per 1000 live births), subject to survival rates in the one year preceding the survey [12] Target: reduce to $33 \%$ of the level in 1990
4.3 Proportion of one-year-old children immunized against measles (A, I)

Definition: proportion of children aged 12-23 months who received a measles vaccine before their first birthday Target: $\geqslant 90 \%(w)$

## MDG 5: Improve maternal health

### 5.2 Proportion of births attended by skilled personnel (A, I)

Definition: proportion of women aged 15 to 49 years with a live birth in the last two years who were attended by skilled health personnel during their most recent live birth Target: reduce proportion of unattended births to $25 \%$ of the level in 1990
5.3(A) Contraceptive prevalence rate, any method (A, I)

Definition: proportion of women aged 15 to 49 years who are currently married or in a union where she or her partner is using any contraceptive method
Target: $25 \%$ nominal increase from level in $1990^{(m)}$

## 5.3(M) Contraceptive prevalence rate, modern method (A, I)

Definition: proportion of women aged 15 to 49 years who are currently married or in a union where she or her partner is using a modern contraceptive method
Target: $25 \%$ nominal increase from level in $1990^{(m)}$
5.5(1) Antenatal care coverage, at least one visit with a skilled provider (A, I)

Definition: proportion of women aged 15 to 49 years with a live birth in the last two years who received antenatal care at least once with a skilled provider (doctors, nurses, or midwives) during their last pregnancy that resulted in a live birth Target: $\geqslant 80 \%$ (m)
5.5(4) Antenatal care coverage, at least four visits with any provider (A, I)

Definition: proportion of women aged 15 to 49 years with a live birth in the last two years who received antenatal care with any provider at least four times during their last pregnancy that resulted in a live birth
Target: $\geqslant 80 \%$ ( m )
MDG 6: Combat HIV/AIDS, malaria and other diseases
$\approx_{p}$ 6.1 Proportion of pregnant women tested for HIV during their pregnancy (A, I)
Definition: proportion of women aged 15 to 49 years with a live birth in the last two years who received a test for HIV/AIDS during their last pregnancy that resulted in a live birth.
Target: $\geqslant 90 \%(\mathrm{~m})$
6.3 Proportion of population aged 15 to 49 years with comprehensive correct knowledge of HIV/AIDS (A, I)

Definition: proportion of population aged 15 to 49 years who correctly identify two main ways of preventing sexual transmission of HIV, who reject two common local misconceptions about HIV transmission, and who know that a healthy-looking person can transmit HIV.
Target: $\geqslant 90 \%$ (m)
$\approx_{k}$ 6.6 Proportion of children under five who tested positive for malaria (I)
Definition: proportion of children aged 12 to 59 months who tested positive for malaria
Target: no target
$\approx_{s}$ 6.6 Proportion of school-aged children who tested positive for malaria (I)
Definition: proportion of school-aged children (five to 14 years old) who tested positive for malaria
Target: no target
$\approx_{w}$ 6.6 Proportion of women who tested positive for malaria (I)
Definition: proportion of women aged 15 to 49 years who tested positive for malaria
Target: no target
$\approx_{m}$ 6.6 Proportion of men who tested positive for malaria (I)
Definition: proportion of men aged 15 to 49 years who tested positive for malaria
Target: no target
6.7 Proportion of children under five who slept under a bednet the night before (A, I)

Definition: proportion of children aged 12 to 59 months who slept under an insecticide-treated bednet the night before Target: $\geqslant 80 \%{ }^{(w)}$
$\approx_{p} 6.7$ Proportion of pregnant women who slept under a bednet the night before $(\mathrm{A}, \mathrm{I})$
Definition: proportion of pregnant women who slept under an insecticide-treated bednet the night before
Target: $\geqslant 80 \%(w)$
$\approx_{h} 6.7$ Proportion of households with at least one bednet (A, I)
Definition: proportion of households with at least one insecticide-treated bednet
Target: $\geqslant 90 \%(w)$
$\approx_{n}$ 6.7 Proportion of people who used a bednet correctly the night before (A, I)
Definition: proportion of people who slept under an insecticide-treated bednet with at most one other person the night before. NOTE: the numerator and denominator exclude anyone who slept at someone else's home, even if they slept under an insecticide-treated bednet.
Target: $\geqslant 90 \%(w)$

## MDG 7: Ensure environmental sustainability

7.8 Proportion of people who use an improved drinking water source (A, I)

Definition: proportion of people who use an improved drinking water source (piped, tap, borehole, protected well, protected spring, rainwater)
Target: reduce proportion without access to $50 \%$ of the level in 1990
7.9 Proportion of people who use an improved sanitation facility (A, I)

Definition: proportion of people who use an improved sanitation facility (flush, ventilated improved pit latrine, pit latrine with slab, composting toilet)
Target: reduce proportion without access to $50 \%$ of the level in 1990

## MDG 8: Develop a global partnership for development

$\approx_{\mathrm{a}} 8.15$ Proportion of household that own at least one mobile phone (A, I)
Definition: proportion of households that own at least one mobile phone (with or without cellular subscription) Target: $\geqslant 80 \%(\mathrm{~m})$

### 2.2 Millennium Villages Project outcomes

a. Agriculture

## a. 2 Proportion of farming households that use mineral fertilizer (A, I)

Definition: proportion of farming households (all households that use any land for farming or crop production) that reported using any mineral fertilizer on farms over the past one year
Target: $\geqslant 80 \%(\mathrm{~m})$
a. 4 Proportion of farming households that use improved seeds (A, I)

Definition: proportion of farming households that reported using improved seeds on farm fields over the past one year Target: $\geqslant 80 \%(\mathrm{~m})$

## b. Education

b. 1 Net attendance ratio for preschool (A, I)

Definition: proportion of children of official preschool age (country specific) who attend preschool
Target: $\geqslant 90 \%(\mathrm{~m})$
b. 3 Net intake rate for the first grade of primary school (A, I)

Definition: proportion of children of official primary-school-entrance age (country specific) who enter the first grade of primary education
Target: $\geqslant 90 \%(\mathrm{~m})$

## c. Health

c. 1 Proportion of children under six months who are exclusively breastfed (A, I)

Definition: proportion of children under six months who have received only breast milk - no water, other liquids, or foods Target: $\geqslant 50 \%$ (m)
c. 2 k Proportion of children under five who tested positive for anemia (I)

Definition: proportion of children aged 12 to 59 months whose hemoglobin concentration is below the anemia threshold of $11 \mathrm{~g} / \mathrm{dl}$
Target: no target
c.2s Proportion of school-aged children who tested positive for anemia (I)

Definition: proportion of school-aged children (five to 14 years old) whose hemoglobin concentration is below the anemia threshold of $12 \mathrm{~g} / \mathrm{dl}$
Target: no target
c. 2 w Proportion of women who tested positive for anemia (I)

Definition: proportion of women aged 15 to 49 years whose hemoglobin concentration is below the anemia threshold of $12 \mathrm{~g} / \mathrm{dl}$
Target: no target
c. 2 m Proportion of men who tested positive for anemia (I)

Definition: proportion of men aged 15 to 49 years whose hemoglobin concentration is below the anemia threshold of 13 g/dl
Target: no target

### 2.3 Updates to the outcome list from the evaluation protocol

Here we note any updates (beyond typographical errors) from the outcomes list provided in our evaluation protocol.[13] First, this paper only focuses on analysis of survey data, so all outcomes from operational data, which were collected only in the MVs (not in comparison villages), have been removed from our outcomes list.

## Calculation of asset index

Our survey tool asked about ownership of 95 items. The standard method of calculation is to include all 95 assets as binary ownership variables.[9, 10] However, this methodology does not take into account inferior versus superior goods. For example, owning a kerosene lamp is treated the same as owning a light bulb.

Thus, in addition to the standard approach, we calculated the asset index using known orderings to create scores for various
goods, which were then fed into a principal component analysis (PCA) to obtain the asset index. Both approaches yielded very similar results, with the scoring approach gaining a small amount of precision relative to the standard approach. For this reason, we present only the scoring approach.

## Diet diversity score

The outcome we defined (a daily diet diversity score) was not aligned with our survey tool, which asked about frequency of consumption in a one month recall period. Thus, without strong assumptions, the only quantity that could be calculated is a monthly diet diversity score. We leave the calculation of outcomes from this survey tool to future publications, focusing instead on anthropometric and hemoglobin measurements.

## Malaria outcomes with small sample sizes

Due to small sample sizes, we removed three malaria outcomes: (1) among children under five with fever, the proportion who were tested for malaria, (2) among children under five with fever tested for malaria, the proportion who received a positive test result for malaria, (3) among children under five with positive result for malaria, the proportion who took any anti-malarial.

## Addition of outcomes from blood testing

We added outcomes from blood testing that were not included in the evaluation protocol: prevalence of malaria and anemia by age-sex groups.

## Primary school grade-specific outcomes

We calculated an outcome for the adjusted net attendance ratio in primary education and leave grade-specific measures to other analyses.

## Agricultural outcomes

In our evaluation protocol, we had proposed to calculate the average amount of nitrogen used by farming households. However, this outcome does not take into account the size of the farming plots, and it averages households who use zero mineral fertilizer together with households who use mineral fertilizer. Instead, we focused on the proportion of farming households who used mineral fertilizer.

Our evaluation protocol also included an agricultural income outcome; however, due to concerns about the quality of these data, we excluded them from our analysis.

### 2.4 Targets per MV1

Targets are either absolute or defined relative to 1990 national-rural data. For outcomes with relative targets, each country's 1990 (or temporally closest to 1990) data are shown in Table 2 with corresponding site-specific targets in Table 3

| Outcome | Senegal | Mali | Ghana | Nigeria | Ethiopia | Uganda | Kenya | Rwanda | Tanzania | Malawi |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.1 | $71 \%$ | $65 \%$ | $64 \%$ | $36 \%$ | $48 \%$ | $60 \%$ | $48 \%$ | $66 \%$ | $41 \%$ | $47 \%$ |
| (WB) | $(1994)$ | $(2001)$ | $(1992)$ | $(1992)$ | $(1995)$ | $(1992)$ | $(1992)$ | $(2000)$ | $(1992)$ | $(1994)$ |
| 1.2 | $24 \%$ | $21 \%$ | $19 \%$ | $14 \%$ | $13 \%$ | $21 \%$ | $15 \%$ | $24 \%$ | $12 \%$ | $23 \%$ |
| (WB) | $(1994)$ | $(200)$ | $(1992)$ | $(1992)$ | $(1995)$ | $(1992)$ | $(1994)$ | $(2005)$ | $(1992)$ | $(1998)$ |
| 1.8 | $27 \%$ | $34 \%$ | $23 \%$ | $38 \%$ | $44 \%$ | $20 \%$ | $21 \%$ | $25 \%$ | $26 \%$ | $26 \%$ |
| $($ WN $)$ | $(1993)$ | $(2001)$ | $(1999)$ | $(1990)$ | $(2000)$ | $(2001)$ | $(1993)$ | $(1992)$ | $(1992)$ | $(1992)$ |
| $\approx_{\text {S }} 1.8$ | $40 \%$ | $47 \%$ | $35 \%$ | $53 \%$ | $59 \%$ | $46 \%$ | $42 \%$ | $58 \%$ | $51 \%$ | $57 \%$ |
| (WN) | $(1993)$ | $(2001)$ | $(1999)$ | $(1990)$ | $(2000)$ | $(2001)$ | $(1993)$ | $(1992)$ | $(1992)$ | $(1992)$ |
| $\approx_{\mathcal{W}} 1.8$ | $11 \%$ | $14 \%$ | $11 \%$ | $13 \%$ | $13 \%$ | $5 \%$ | $7 \%$ | $5 \%$ | $8 \%$ | $7 \%$ |
| (WN) | $(1993)$ | $(2001)$ | $(1999)$ | $(1990)$ | $(2000)$ | $(2001)$ | $(1993)$ | $(1992)$ | $(1992)$ | $(1992)$ |
| 4.1 | 184 | 273 | 149 | 208 | 192 | 159 | 96 | 163 | 152 | 244 |
| (D) | $(1992)$ | $(1995)$ | $(1993)$ | $(1990)$ | $(2000)$ | $(1995)$ | $(1993)$ | $(1992)$ | $(1991)$ | $(1992)$ |
| 4.2 | 87 | 145 | 82 | 96 | 115 | 88 | 65 | 90 | 97 | 138 |
| (D) | $(1992)$ | $(1995)$ | $(1993)$ | $(1990)$ | $(2000)$ | $(1995)$ | $(1993)$ | $(1992)$ | $(1991)$ | $(1992)$ |
| 5.2 | $29 \%$ | $26 \%$ | $30 \%$ | $23 \%$ | $2 \%$ | $32 \%$ | $40 \%$ | $24 \%$ | $34 \%$ | $51 \%$ |
| (M.D) | $(1993)$ | $(1995)$ | $(1993)$ | $(1990)$ | $(2000)$ | $(1995)$ | $(1993)$ | $(1992)$ | $(1992)$ | $(1992)$ |
| $5.3 A$ | $3 \%$ | $3 \%$ | $15 \%$ | $4 \%$ | $4 \%$ | $12 \%$ | $31 \%$ | $21 \%$ | $8 \%$ | $12 \%$ |
| (D) | $(1993)$ | $(1996)$ | $(1993)$ | $(1990)$ | $(2000)$ | $(1995)$ | $(1993)$ | $(1992)$ | $(1992)$ | $(1992)$ |
| 5.3 M | $1 \%$ | $2 \%$ | $7 \%$ | $2 \%$ | $3 \%$ | $5 \%$ | $25 \%$ | $13 \%$ | $5 \%$ | $6 \%$ |
| (D) | $(1992)$ | $(1995)$ | $(1993)$ | $(1990)$ | $(2000)$ | $(1995)$ | $(1993)$ | $(1992)$ | $(1992)$ | $(1992)$ |
| 7.8 | $43 \%$ | $22 \%$ | $37 \%$ | $30 \%$ | $8 \%$ | $39 \%$ | $32 \%$ | $66 \%$ | $44 \%$ | $33 \%$ |
| (U) | $(1990)$ | $(1990)$ | $(1990)$ | $(1990)$ | $(1990)$ | $(1990)$ | $(1990)$ | $(1990)$ | $(1990)$ | $(1990)$ |
| 7.9 | $22 \%$ | $23 \%$ | $4 \%$ | $36 \%$ | $1 \%$ | $40 \%$ | $27 \%$ | $22 \%$ | $23 \%$ | $41 \%$ |
| (U) | $(1990)$ | $(1990)$ | $(1990)$ | $(1990)$ | $(1990)$ | $(1990)$ | $(1990)$ | $(1990)$ | $(1990)$ | $(1990)$ |

Table 2: National-rural reference data (and corresponding years of data source) used to set 2015 relative targets for a subset of outcomes in Appendices 2.1 and 2.2. All data are expressed in percentages except for outcomes 4.1 and 4.2, which are expressed as deaths per 1000 live births. Data sources include: (WB) World Bank, (WN) WHO NLiS, (D) DHS, (U) UNSTATS, (M) MICS.[14 15, 16 17]

| Outcome | Senegal | Mali | Ghana | Nigeria | Ethiopia | Uganda | Kenya | Rwanda | Tanzania | Malawi |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1.1 | $36 \%$ | $32 \%$ | $32 \%$ | $18 \%$ | $24 \%$ | $30 \%$ | $24 \%$ | $33 \%$ | $20 \%$ | $23 \%$ |
| 1.2 | $12 \%$ | $11 \%$ | $9 \%$ | $7 \%$ | $7 \%$ | $11 \%$ | $8 \%$ | $12 \%$ | $6 \%$ | $12 \%$ |
| 1.8 | $14 \%$ | $17 \%$ | $11 \%$ | $19 \%$ | $22 \%$ | $10 \%$ | $11 \%$ | $12 \%$ | $13 \%$ | $13 \%$ |
| $\approx_{s} 1.8$ | $20 \%$ | $24 \%$ | $18 \%$ | $27 \%$ | $29 \%$ | $24 \%$ | $21 \%$ | $29 \%$ | $25 \%$ | $29 \%$ |
| $\approx_{w} 1.8$ | $5 \%$ | $7 \%$ | $6 \%$ | $6 \%$ | $7 \%$ | $3 \%$ | $4 \%$ | $3 \%$ | $4 \%$ | $4 \%$ |
| 4.1 | 61 | 91 | 50 | 69 | 64 | 53 | 32 | 54 | 51 | 81 |
| 4.2 | 29 | 48 | 27 | 32 | 38 | 29 | 22 | 30 | 32 | 46 |
| 5.2 | $18 \%$ | $18 \%$ | $18 \%$ | $19 \%$ | $24 \%$ | $17 \%$ | $15 \%$ | $19 \%$ | $17 \%$ | $12 \%$ |
| 5.3 A | $28 \%$ | $28 \%$ | $40 \%$ | $29 \%$ | $29 \%$ | $37 \%$ | $56 \%$ | $46 \%$ | $33 \%$ | $37 \%$ |
| 5.3 M | $26 \%$ | $27 \%$ | $32 \%$ | $27 \%$ | $28 \%$ | $30 \%$ | $50 \%$ | $38 \%$ | $30 \%$ | $31 \%$ |
| 7.8 | $72 \%$ | $61 \%$ | $69 \%$ | $65 \%$ | $54 \%$ | $70 \%$ | $66 \%$ | $83 \%$ | $73 \%$ | $67 \%$ |
| 7.9 | $61 \%$ | $62 \%$ | $52 \%$ | $68 \%$ | $51 \%$ | $70 \%$ | $64 \%$ | $61 \%$ | $62 \%$ | $71 \%$ |

Table 3: 2015 targets for a subset of outcomes whose relative targets are based on national-rural data before project start dates. All targets are expressed in percentages except for outcomes 4.1 and 4.2, which are expressed as deaths per 1000 live births.

## 3 Matching

### 3.1 Matching variables

## Geographic data variables

Below we list geographic variables compiled from geographic information system (GIS) databases and used in the matching procedure described in the main paper.

- GADMv2 and GPWv4 - Administrative boundaries (these do not correspond exactly with the census administrative names).[18, 19]
- PCT_MV1, PCT_MV2, PCT_BUFF - Percent of total grid cell area in the MV1, MV2, and ten kilometer buffer zone around the MV
- Agroecological zones.[20]
- AEZ_1-Percent of total grid cell area in the irrigated agroecological zone
- AEZ_2 - Percent of total grid cell area in the tree crop agroecological zone
- AEZ_5 - Percent of total grid cell area in the highland perennial agroecological zone
- AEZ_6-Percent of total grid cell area in the highland temperate mixed agroecological zone
- AEZ_7 - Percent of total grid cell area in the root crops agroecological zone
- AEZ_8 - Percent of total grid cell area in the cereal-root crops mixed agroecological zone
- AEZ_9 - Percent of total grid cell area in the maize mixed agroecological zone
- AEZ_11-Percent of total grid cell area in the agro-pastoral millet/sorghum agroecological zone
- AEZ_12 - Percent of total grid cell area in the pastoral agroecological zone
- AEZ_13 - Percent of total grid cell area in the sparse (arid) agroecological zone
- AEZ_14 - Percent of total grid cell area in the coastal artisanal fishing agroecological zone
- AEZ_COAST - Percent of total grid cell area that is either water, coastal land, or island and is not captured by the agroecological zone data set.
- Access to major cities.[21]
- ACCESS_M - Mean (across the grid cell area) travel time in minutes to major cities of more than 100,000 population (1987-2004)
- Soil variables.[22]
- CEC_M - Mean cation exchange capacity in cmol/kg (1950-2005)
- CLY_M - Mean percent clay composition of the soil (1950-2005)
- PH_M - Mean soil pH (1950-2005)
- Vegetation index.[23]
- EVI_1_M - Mean enhanced vegetation index (2000-2005)
- A temperature index created by averaging standardized versions of these four measures, following the same procedure as for the DHS matching indices (see below): [23]
- LST_D1_M - Mean moderate-resolution imaging spectroradiometer (MODIS) Land Surface Temperature, day (20022005)
- LST_D2_M - Mean MODIS Land Surface Temperature, day (2005-2010)
- LST_N1_M - Mean MODIS Land Surface Temperature, night (2002-2005)
- LST_N2_M - Mean MODIS Land Surface Temperature, night (2005-2010)
- Elevation. [24]
- ELEV_M - Mean elevation in meters (2008)
- ELEV_STD - Standard deviation of elevation (2008)
- Population density.[18]
- POPD_M - Mean 2005 population density in persons per square kilometer. Grid cells which fall within the GPWv4 water mask were assigned a value of zero. (1990-2000 data, projected to 2005)


## Demographic and Health Surveys variables

We used the following DHS datasets to provide matching variables in seven countries: Senegal 2005, Mali 2006, Ghana 2003, Kenya 2003, Uganda 2006, Rwanda 2005, and Malawi 2004.[16] These surveys were conducted before or in the same year the project started in each country, see Table 1

Below we list the DHS variables that were used to construct three matching indices: asset wealth (constructed by the DHS), education, and health indices. The education and health indices were created by the following procedure: First, we aggregated variables measured within the household to a household-level variable $x_{h}^{(k)}$ for each household $h$ and variable $k$. We then standardized each variable by its mean and standard deviation across all households in the country: $\tilde{x}_{h}^{(k)}=\frac{x_{h}^{(k)}-E\left(x_{h}^{(k)}\right)}{\sqrt{\operatorname{Var}\left(x_{h}^{(k)}\right)}}$. Finally, we "reoriented" each variable so that larger values indicate higher economic development. For household $h$, its education (and health) matching index is the mean of all $\tilde{x}_{h}^{(k)}$ where $k$ is a variable that belongs to the education (and health) matching index. If a variable was missing for a particular household, it contributed zero to the matching index (here we assumed the data are missing completely at random).

- Asset wealth index:
- the first principal component of a list of assets, e.g. source of water; type of sanitation facility; materials used for housing construction; and ownership of TVs, radios, bicycles, land, livestock


## - Education index:

- head of household's education level in years
- children's school attendance status in the previous year
- Health index:
- household-level variables: ownership of a bednet, presence of a hand-washing station, availability of water at the hand-washing station, availability of soap/cleaning agent at the hand-washing station
- within-household measurements, aggregated to household level: sought treatment for child's last diarrhea episode, vaccinated child for measles, took malaria medicine during all pregnancies in the last five years, child's length-forage z-score, slept under bednet the night before (child under five), average number of antenatal care visits during all pregnancies in the last five years, sought treatment for child's last fever, ever heard of AIDS (woman), uses any method of contraception (woman)


## Small area estimation

We fit small area models for each of the three matching indices, using geographic data to improve our estimates of wealth, education, and health variables.[25, 26, 27, 28, 29] To account for design variables used in the DHS two-stage cluster sampling, our models include levels for clusters and regions within each country.[30] Furthermore, the models include cluster sampling weights, as recommended in the literature. [31, 32, 33, 34, 35]

We fit Fay Herriot models, where the lowest level of the model is approximated using design-based estimates:[36, 37]

$$
\begin{align*}
& \widehat{\bar{x}}_{d} \sim N\left(\bar{X}_{d}, v_{d}\right) \text { for DHS clusters } d \\
& \bar{X}_{d} \sim N\left(\mathbf{e}_{d}^{T} \gamma+{ }_{l=1}^{3} \beta_{l} I\left(w_{d} \geqslant \zeta_{l}\right)+\phi_{r[d]}, \sigma_{\text {cluster }}^{2}\right) \text { for DHS clusters } d  \tag{1}\\
& \phi_{r} \sim N\left(0, \sigma_{\phi}^{2}\right) \text { for regions (/state/province) } r \text { within a country }
\end{align*}
$$

where $\widehat{\bar{x}}_{d}$ is the standard design-based estimate of the mean matching index in sampled cluster $d$ and $v_{d}$ its sampling variance. The $\mathbf{e}_{\mathrm{d}}$ are the first three principal components of the geographic variables, and $w_{d}$ is the sampling weight for cluster $d$ from
the DHS. We used a "degree-0 spline" with knots $\zeta_{l}$ chosen to be the sampling weights' quartiles. [32] Where not otherwise specified, our priors are weakly informative.

## Conversion of geographic data from grid cell level to DHS circle level

In model 1 the geographic variables act as predictors at the DHS cluster level, which can be geographically identified as a DHS circle (due to displacement for anonymity). This required us to convert the geographic data from grid cells to DHS circles.

Let overlap ${ }_{c, d}$ be the percent of grid cell c overlapped by DHS circle d. Geographic variables are means across each grid cell area except for the administrative units and the elevation standard deviation. For each such variable VAR, and for each DHS circle d, we computed:

$$
\operatorname{VAR}_{\mathrm{d}}=\frac{\mathrm{c}^{\text {overlap }_{\mathrm{c}, \mathrm{~d}} \mathrm{VAR}_{\mathrm{c}}}}{\mathrm{c} \text { overlap }_{\mathrm{c}, \mathrm{~d}}}
$$

Then, using a similar procedure for the second moment of the elevation variable, we computed the standard deviation of elevation within DHS circle $d$ as follows:

$$
E L E V_{-} S T D_{d}^{2}=\frac{{ }_{\mathrm{c}} \text { overlap }_{\mathrm{c}, \mathrm{~d}}\left(\mathrm{ELEV}_{\mathrm{d}} \mathrm{STD}_{\mathrm{c}}^{2}+\mathrm{ELEV}_{\mathrm{c}} \mathrm{M}_{\mathrm{c}}^{2}\right)}{\mathrm{c} \text { overlap }_{\mathrm{c}, \mathrm{~d}}}-\text { ELEV_M }_{\mathrm{d}}^{2}
$$

where ELEV_M $M_{c}$ and ELEV_STD ${ }_{c}$ are the mean and standard deviation of elevation within grid cell c (see Appendix 3.1 .
In model 1, we use administrative units to partially pool across regions. To convert from grid cell to DHS circles, we took the mode across grid cells overlapping the DHS circle:

$$
\mathrm{ADMIN}_{\mathrm{d}}=\text { mode }_{\text {overlap }_{\mathrm{c}, \mathrm{~d}}>0}\left\{\mathrm{ADMIN}_{\mathrm{c}}\right\}
$$

We then took the first three principal components of the geographic variables (now at the DHS circle level) to use as $\mathbf{e}_{\mathrm{d}}$ in model 1

## Conversion of small area estimates from DHS circle level to grid cell level

After fitting model 1 , we had samples of $\bar{X}_{d}$ from the posterior distribution for each DHS cluster $d$. We converted to samples from the posterior at the grid cell level by computing, for each grid cell that overlaps at least one DHS circle:

$$
\bar{X}_{c}=\frac{\text { d overlap }_{c, \mathrm{~d}} \bar{X}_{\mathrm{d}}}{\mathrm{~d}^{\text {overlap }_{\mathrm{c}, \mathrm{~d}}}}
$$

### 3.2 Matching procedure

After restricting to neighboring districts and the MV's agroecological zone (and for seven countries, to grid cells overlapping DHS buffers), our matching algorithm considered each possible set of five comparison grid cells to determine the set that best matched the treatment grid cells, with "best" defined below. Our search space was restricted to sets with at least two of the five matched comparisons lying within the district. For each set of comparison grid cells, we computed the match's score, a measure of variable imbalance described below.

After exact-matching, let $\mathrm{N}_{\text {in-district }}$ be the number of candidate comparison grid cells in the district containing the MV site and let $\mathrm{N}_{\text {out-of-district }}$ be the number in districts neighboring (but not containing) the MV. Thus, the number of possible matches was ${ }_{n_{i n}=2}^{5}\binom{N_{\text {in-district }}}{n_{i n}} *\left(\begin{array}{c}\left.\begin{array}{c}N_{\text {out-of-district }} \\ 5-n_{i n}\end{array}\right) \text {. If this number was greater than the number that could be considered in } 48 \text { hours, }, ~\end{array}\right.$ we first found the best two within-district matches, followed by the best three matches to complement these. This reduced the search space to ${ }_{n_{i n}=2}^{5}\binom{N_{\text {in-district }}}{n_{i n}}+\binom{N_{\text {out-of-district }}}{5-n_{i n}}$. If this reduction was still insufficient to reduce the runtime to 48 hours or less, we limited the search space using a variable considered by subject-matter experts to be highly correlated with the potential outcomes (e.g. the asset wealth index). We restricted comparison grid cells to be within an allowable margin of the mean of this particular variable amongst the treatment cells.

As mentioned above, in Nigeria, Ethiopia, and Tanzania, treatment cells did not overlap with DHS buffers. We therefore did not restrict comparison grid cells to overlap DHS buffers for those three countries. In Kenya and Uganda, the treatment cells overlapped DHS buffers, but Kenya only contained one grid cell that overlapped DHS buffers within the district and agroecological zone, and Uganda contained none. Therefore, for Kenya and Uganda, we selected two or three within-district matches using geographic data alone, but restricted the remaining matches to areas with DHS data.

## Imbalance measures

When joint distributions of confounding variables are identical between treatment and comparison groups, the simple difference in outcome means is unbiased for the treatment effect. However, with many variables, estimates of the joint density are subject to the curse of dimensionality.[38, 39] We followed the common procedure of working with lower-dimensional summaries, considering one matching variable at a time.[40] For each variable $k$, let the (sample) means be $\bar{x}_{t}^{(k)}$, $\bar{x}_{f c}^{(k)}$, and $\bar{x}_{\mathrm{mc}}^{(k)}$ for the treatment cells, the full set of candidate comparison cells, and the matched comparison cells, respectively. Let the standard deviations be $s^{(k)}, s_{t}^{(k)}, s_{f c}^{(k)}$, and $s_{m c}^{(k)}$ for all grid cells, the treatment cells, the full set of comparison cells, and the matched comparison cells, respectively. The standardized difference in means is widely recommended to check balance: $\frac{\bar{x}_{t}-\bar{x}_{m c}}{s^{(k)}}$.39, 41, 38] We also compared the differences in variance using the logarithm of the ratio of standard deviations between treatment and comparison groups, $\ln \frac{s_{t}^{(k)}}{s_{f c}^{(k)}}$ before matching, and $\ln \frac{s_{\mathrm{t}}^{(k)}}{s_{m \mathrm{c}}^{(k)}}$ after matching. 44]]

Since we did not anticipate analyzing the MV1 grid cells separately, we did not examine within-pair statistics.[41] We combined the above scores into an overall match score, first by creating a match score for the standardized difference in means:

$$
\begin{equation*}
\text { mean_score }=\mathbf{M}_{k \in S_{g e o}} \frac{\left|\bar{x}_{t}^{(k)}-\bar{x}_{m c}^{(k)}\right|}{s^{(k)}}+w_{D H S} \operatorname{M}_{k \in S_{D H S}} \frac{\left|\bar{x}_{t}^{(k)}-\bar{x}_{m c}^{(k)}\right|}{s^{(k)}} \tag{2}
\end{equation*}
$$

where $w_{\text {DHS }}$ is a weight used to increase the influence of DHS variables on the choice of matches. We also created a match score for the differences in variance:

$$
\begin{equation*}
\text { var_score }=\mathbf{M}_{k \in S_{g e o}}\left|\ln \frac{s_{t}^{(k)}}{s_{\mathrm{mc}}^{(k)}}\right|+w_{\mathrm{DHS}} \prod_{k \in \mathrm{~S}_{\mathrm{DHS}}}\left|\ln \frac{s_{\mathrm{t}}^{(k)}}{s_{\mathrm{mc}}^{(k)}}\right| \tag{3}
\end{equation*}
$$

We combined these two into a total match score as follows:

$$
\text { match_score }=w_{\text {mean }} * \text { mean_score }+ \text { var_score }
$$

where $w_{\text {mean }}$ is a weight that favors matching closely on means rather than variances.
Because the DHS variables are much closer to our outcomes of interest (they summarize pre-treatment values of the outcome variables), we set $w_{\text {DHS }}=10$. We set $w_{\text {mean }}=2$ to assign more importance to mean matching as opposed to variance matching.

As mentioned above, not all treatment grid cells overlapped with DHS buffers, requiring modification of the above match scores. For Nigeria, Ethiopia, and Tanzania (whose treatment cells did not overlap any DHS buffers) we dropped the terms that measure the imbalance on DHS variables in equations (2) and (3). For Kenya and Uganda, we also considered matched comparison grid cells that did not overlap DHS buffers. In the above match scores, this missingness in DHS data was handled by computing sample means and standard deviations for available grid cells (a valid approach because DHS clusters were randomly sampled).

Another complication with the above match scores occurred when either $s_{t}^{(k)}$ or $s_{m c}^{(k)}$ was zero, making the variance score infinite or undefined. When both $s_{t}^{(k)}=0$ and $s_{m c}^{(k)}=0$, we replaced $\left|\ln \frac{s_{t}^{(k)}}{s_{m c}^{(k)}}\right|$ with zero, because this represented a good match. When $s_{\mathrm{t}}^{(\mathrm{k})}=0$ and $s_{\mathfrak{m c}}^{(\mathrm{k})} \neq 0$, we replaced $\left|\ln \frac{s_{\mathrm{t}}^{(\mathrm{k})}}{s_{\mathrm{mc}}^{(k)}}\right|$ with $\left|\ln \frac{\frac{1}{10} s_{\mathrm{c}}^{(k)}}{s_{\mathrm{mc}}^{(k)}}\right|$, to penalize large variances in the matched
comparison group. When $s_{\mathrm{mc}}^{(\mathrm{k})}=0$ but $s_{\mathrm{t}}^{(\mathrm{k})} \neq 0$, we allowed the match score to be infinite, thereby eliminating these few matches from consideration.

## Review by subject-matter experts

The above process included consultation with subject-matter experts to determine whether differences between comparison and treatment were of concern. We presented plots (shown in Figure 2a) to development economists, public health practitioners, geographers, and agricultural scientists. If they voiced concerns about the match on a particular variable, we reran the above algorithm with an adjusted match score that gave more weight to the unbalanced variable.

### 3.3 Matching results

We present the matching results as differences in distributions of each matching variable between treatment and comparison grid cells. We present both scale-free summary measures (see Figure 1] as well as the variables on their original scales (see Figures $2 \sqrt{11}$. We also present maps of matched grid cells. All matching results are displayed for each country.


Figure 1: Summaries of matching results for each country: the average (across matching variables) (a) standardized difference in means, $M_{k} \frac{\left|\bar{x}_{\mathrm{t}}^{(\mathrm{k})}-\overline{\mathrm{x}}_{\mathrm{mc}}^{(\mathrm{k})}\right|}{\mathrm{s}^{(\mathrm{k})}}$; and (b) log ratio of standard deviations, $M_{\mathrm{k}}\left|\ln \frac{s_{\mathrm{t}}^{(\mathrm{k})}}{s_{\mathrm{m}}^{(k)}}\right| \cdot[39, ~ 41]$ Matching variables include both geographic variables and the three DHS matching indices (except for Nigeria, Ethiopia, and Tanzania, which only include geographic variables).

(a) Matching results for Senegal: for each matching variable, values for treatment grid cells are shown in black circles (corresponding to grid cells 3011, 3012, 3060, 3061 from left to right) and values for matched comparison grid cells are shown in colored circles (2750, 2802, 2807, 2860, 3294). Filled circles represent in-district matches and hollow circles represent out-of-district matches. Where DHS data were available, we present $95 \%$ uncertainty intervals for the matching indices from our small area estimation procedure. The axes are scaled from the minimum to maximum value in the country.

(b) Map of the region surrounding the MV site.

Figure 2: Matching results for Senegal

(a) Matching results for Mali: for each matching variable, values for treatment grid cells are shown in black circles (corresponding to grid cells 1693, 1781, 1782 from left to right) and values for matched comparison grid cells are shown in colored circles (1434, 1512, 1598, 1599, 1788). Filled circles represent in-district matches and hollow circles represent out-of-district matches. Where DHS data were available, we present $95 \%$ uncertainty intervals for the matching indices from our small area estimation procedure. The axes are scaled from the minimum to maximum value in the country.

(b) Map of the region surrounding the MV site.

Figure 3: Matching results for Mali

(a) Matching results for Ghana: for each matching variable, values for treatment grid cells are shown in black circles (corresponding to grid cells 425, 474, 523 from left to right) and values for matched comparison grid cells are shown in colored circles $(334,526,614,620$, 664). Filled circles represent in-district matches and hollow circles represent out-of-district matches. Where DHS data were available, we present $95 \%$ uncertainty intervals for the matching indices from our small area estimation procedure. The axes are scaled from the minimum to maximum value in the country.

(b) Map of the region surrounding the MV site.

Figure 4: Matching results for Ghana

(a) Matching results for Nigeria: for each matching variable, values for treatment grid cells are shown in black circles (corresponding to grid cells 14930, 14931, 15109 from left to right) and values for matched comparison grid cells are shown in colored circles (14409, 14411, 14583, 14585, 15106). Filled circles represent in-district matches and hollow circles represent out-of-district matches. The axes are scaled from the minimum to maximum value in the country.

(b) Map of the region surrounding the MV site.

Figure 5: Matching results for Nigeria

(a) Matching results for Ethiopia: for each matching variable, values for treatment grid cells are shown in black circles (corresponding to grid cells 11297, 11298 from left to right) and values for matched comparison grid cells are shown in colored circles (11192, 11241, 11399, 11494, 11587). Filled circles represent in-district matches and hollow circles represent out-of-district matches. The axes are scaled from the minimum to maximum value in the country.

(b) Map of the region surrounding the MV site.

Figure 6: Matching results for Ethiopia

(a) Matching results for Uganda: for each matching variable, values for treatment grid cells are shown in black circles (corresponding to grid cells 329, 330, 416, 417 from left to right) and values for matched comparison grid cells are shown in colored circles (107, 148, 324, 411, 677). Filled circles represent in-district matches and hollow circles represent out-of-district matches. Where DHS data were available, we present $95 \%$ uncertainty intervals for the matching indices from our small area estimation procedure. The axes are scaled from the minimum to maximum value in the country.

(b) Map of the region surrounding the MV site.

Figure 7: Matching results for Uganda

(a) Matching results for Kenya: for each matching variable, values for treatment grid cells are shown in black circles (corresponding to grid cells 23143, 23144 from left to right) and values for matched comparison grid cells are shown in colored circles (23844, 23852, 23853, 24086, 24308). Filled circles represent in-district matches and hollow circles represent out-of-district matches. Where DHS data were available, we present $95 \%$ uncertainty intervals for the matching indices from our small area estimation procedure. The axes are scaled from the minimum to maximum value in the country.

(b) Map of the region surrounding the MV site.

Figure 8: Matching results for Kenya

(a) Matching results for Rwanda: for each matching variable, values for treatment grid cells are shown in black circles (corresponding to grid cells 455, 498, 499 from left to right) and values for matched comparison grid cells are shown in colored circles (406, 508, 674, 765, 808). Filled circles represent in-district matches and hollow circles represent out-of-district matches. Where DHS data were available, we present $95 \%$ uncertainty intervals for the matching indices from our small area estimation procedure. The axes are scaled from the minimum to maximum value in the country.

(b) Map of the region surrounding the MV site.

Figure 9: Matching results for Rwanda

(a) Matching results for Tanzania: for each matching variable, values for treatment grid cells are shown in black circles (corresponding to grid cells 3539, 3540, 3622 from left to right) and values for matched comparison grid cells are shown in colored circles (3137, 3375, 3384, 3625, 3789). Filled circles represent in-district matches and hollow circles represent out-of-district matches. The axes are scaled from the minimum to maximum value in the country.

(b) Map of the region surrounding the MV site.

Figure 10: Matching results for Tanzania

(a) Matching results for Malawi: for each matching variable, values for treatment grid cells are shown in black circles (corresponding to grid cells 3403, 3404, 3474, 3547 from left to right) and values for matched comparison grid cells are shown in colored circles (3056, 3127, 3128, 3199, 4285). Where DHS data were available, we present $95 \%$ uncertainty intervals for the matching indices from our small area estimation procedure. The axes are scaled from the minimum to maximum value in the country.

(b) Map of the region surrounding the MV site.

Figure 11: Matching results for Malawi

## 4 Migration

We estimated the extent of migration in and out of the treatment sites, showing that household heads in the MV1s had lived there for almost ten years (on average) at end-line, and household heads in the comparison villages had not lived many years in the MV sites (on average).


Figure 12: Classical estimates and 95\% intervals of uncertainty for the average number of years lived in the MV site since 2005 for each country, based on household survey of migration patterns.

## 5 Outcome Data Collection

### 5.1 Data collection procedures

## Definition of study population

The study population of interest are households and their members (see definition below) living in the MV1s or comparison villages at the time of the survey. This excludes any households that are abandoned or destroyed and people who died or moved out between the construction of the sampling frame and the survey administration. It also excludes households or members who were reported to be away for the entire duration of the data collection period, without a planned return date.

## Definition of household members

We define household members to be those who have lived in the household for at least three of the past 12 months and who 'normally eat from the same pot.' Additionally, the following persons are always considered to be household members: the main provider for the household and infants who are less than three months old.

## Household listing and census

As in previous years, prior to survey administration, a census was conducted in each MV1 to record basic demographic data of all household members. To conserve resources, we did not conduct such a census in comparison villages. Rather, prior to sampling households within each comparison village, we created a household list: a list of all non-abandoned households (determined by outside appearance, without consultation of household members) with GPS coordinates identifying the location. From this list, we chose a simple random sample of households. Next, we administered a demographic census in those sampled households, which served as the sampling frame for the within-household sampling.

## Data collection and entry

Enumerators were provided with pre-populated survey tools identifying the sampled individuals prior to administration of each survey module. If a sampled individual was not found at home when the enumerator visited, present household members were asked if the sampled person resides in the household and why they were absent. If the person still resided in the household, the enumerators made up to six visits to the household to attempt to reach them. If the person no longer resided in the household, the enumerators were instructed not to follow-up. Generally, they consulted with other household members to determine a time when the person would be available. If the person could not be reached after six attempts, this was recorded as missing data.

Field supervisors randomly conducted spot checks during data collection and all questionnaires were checked after enumeration. Data entry clerks double entered data in CSPro templates with logic checks to minimize errors. [42]

### 5.2 Survey modules

Sample sizes for each module and age-sex group were determined based on budget, logistics, and relative importance of vulnerable populations.

## Household surveys

A survey was administered to household heads (or other knowledgeable members) within the sampled households, capturing data on poverty, agriculture, education, malaria, and water and sanitation. We used the household head's duration of residence in the MV1 as a rough measure of in-migration, but had no feasible way to measure out-migration.

## Adult surveys

A sex-specific adult survey was administered to men and women of reproductive age ( 15 to 49 years) within sampled households. In each MV1, if the total number of men (respectively, women) in sampled households was at most 500, then all were sampled. Otherwise, we took an equal-probability systematic sample of 500 men (women), where households were ordered randomly and people within households were ordered randomly (conceptually similar to stratifying on household). [43] Sampling in each comparison village was the same, with the sample size divided amongst the comparison villages within a country.

The adult male and female surveys included questions on marital status, sexual and reproductive health, and HIV knowledge. The female survey also included questions on birth history and contraceptive use, as well as child health, immunization history, and feeding practices. To get better estimates of child mortality rates, we administered the birth history module to more women than sampled for the adult female survey. We took a simple random sample of extra households to reach 1000 women in each country-treatment group.

## Blood and anthropometric data

In each country-treatment group, we sampled four age-sex groups in sampled households for malaria and anemia testing: up to 300 children aged 12 to 59 months, 100 children aged five to 14 years, 100 men aged 15 to 49 years, and 100 women aged 15 to 49 years. In each country-treatment group, we measured weight, height, length, and mid-upper-arm circumference (MUAC) of up to 400 children aged 12 to 59 months. The sampling schemes were as described above for the adult survey.

Anemia was tested using HemoCue HB 301 point-of-care device.[44] Those found to be anemic were referred to the nearest health center. Malaria parasitemia was tested using Rapid Diagnostic Tests (RDTs) from Access Bio Inc.[45] CareStart ${ }^{\mathrm{TM}}$ Malaria HRP2/pLDH (Pf/Pv) Combo test G0161 was used in Ethiopia and Rwanda, where Plasmodium Vivax is prevalent. [46] In all other sites, CareStart ${ }^{\text {TM }}$ Malaria HRP2/pLDH(Pf) test G0181 was used. Both G0161 and G0181 were tested in the WHO-Foundation for Innovative New Diagnostics (FIND) Malaria RDT Evaluation Program and met the WHO recommended selection criteria. [47, 48] Those who tested positive for malaria were treated with Artemisinin-based Combination Therapies.

Weight was measured using Seca 874 weighing scales in all sites except Senegal, where HealthOMeter 498K scales were used. Length and height were measured using portable measuring boards. [49] Recumbent length was measured for children 12 to 23 months of age, and standing height was measured for children 24 to 59 months of age. If bilateral edema was present in a
child's feet or if the MUAC measurement for a child ( 12 months and older) was less than 125 mm , then the child was referred to the nearest health facility for malnutrition assessment and treatment.

## Adjusting the sampling frame

To account for the lag between creation of the sampling frame and enumeration, we adjusted the under-five age group to include children aged 12 to 59 months (rather than six to 59 months).

### 5.3 Missing data

We were unable to collect demographic data from less than $1 \%$ of households in the study population, so our analysis excluded these few cases. We imputed the remaining missing data. Before imputation, we combined raw survey data into variables, e.g. computing the weight-for-age z-score from measures of weight and age. In Figure 13 we display the percent nonresponse for variables used to calculate our outcomes. For all but the birth history variables, we imputed missing values using the mi package in R, which iteratively draws imputed values from the conditional distribution for each variable given the observed and imputed values for other variables. [50, 51] Our procedure took into consideration the survey skip patterns and different data types. Missing birth months were imputed to be July (affecting the cohort definition, not the survival times). The records of less than $2 \%$ of children with missing ages of death were dropped.

Figure 13: The percent nonresponse in survey variables used to calculate our outcomes of interest, presented for each country-treatment group.

|  | MV | Comparison |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Variable | Number sampled | Number responded | Percent nonresponse | Number sampled | Number responded | Percent nonresponse |
| Daily consumption | 294 | 285 | 3\% | 285 | 277 | 3\% |
| Asset score | 294 | 293 | 0\% | 285 | 284 | 0\% |
| Mobile phone ownership | 294 | 291 | 1\% | 285 | 282 | 1\% |
| Mineral fertilizer use | 294 | 291 | 1\% | 285 | 282 | 1\% |
| Improved seed use | 294 | 291 | 1\% | 285 | 282 | 1\% |
| Weight-for-age z-score | 178 | 170 | 5\% | 194 | 183 | 6\% |
| Length-for-age z-score | 178 | 169 | 6\% | 194 | 181 | 7\% |
| Weight-for-length z-score | 178 | 169 | 6\% | 194 | 181 | 7\% |
| Hemoglobin concentration | 411 | 394 | 4\% | 438 | 419 | 4\% |
| School attendance | 891 | 854 | 5\% | 853 | 819 | $4 \%$ |
| School level | 891 | 854 | 5\% | 853 | 819 | 4\% |
| School class | 891 | 849 | 6\% | 853 | 816 | 5\% |
| School attendance, previous year | 891 | 854 | 5\% | 853 | 818 | $4 \%$ |
| School level, previous year | 891 | 854 | 5\% | 853 | 818 | 4\% |
| School class, previous year | 891 | 848 | 6\% | 853 | 815 | 5\% |
| Child birth month | 1001 | 987 | $2 \%$ | 859 | 822 | 3\% |
| Child birth year | 1001 | 1001 | 0\% | 859 | 859 | 0\% |
| Child age of death | 80 | 80 | 0\% | 86 | 86 | 0\% |
| Age of vaccination | 46 | 31 | 32\% | 51 | 34 | 32\% |
| Exclusive breastfeeding | 94 | 92 | $2 \%$ | 111 | 108 | 4\% |
| Pregnancy status | 332 | 326 | $2 \%$ | 341 | 332 | 3\% |
| Trying to get pregnant | 332 | 326 | $2 \%$ | 341 | 331 | 3\% |
| Skilled birth attendance | 94 | 94 | 0\% | 111 | 109 | 3\% |
| Any contraceptive use | 267 | 266 | 0\% | 265 | 263 | 1\% |
| Modern contraceptive use | 267 | 266 | 0\% | 265 | 263 | $1 \%$ |
| Skilled antenatal care visits | 94 | 94 | 0\% | 111 | 109 | 3\% |
| Antenatal care visits | 94 | 92 | 2\% | 111 | 106 | 5\% |
| Antenatal CHW visits | 94 | 91 | 4\% | 111 | 102 | 9\% |
| Pregnant HIV testing | 94 | 93 | 1\% | 111 | 107 | 4\% |
| AIDS knowledge | 629 | 625 | 1\% | 631 | 625 | 1\% |
| Malaria testing | 411 | 394 | 4\% | 438 | 419 | 4\% |
| Bednet use | 1608 | 1603 | 0\% | 1544 | 1541 | 0\% |
| Bednet correct use | 1608 | 1603 | 0\% | 1544 | 1541 | 0\% |
| Bednet ownership | 294 | 292 | 0\% | 285 | 283 | 0\% |
| Improved water | 294 | 292 | 0\% | 285 | 284 | 0\% |
| Improved sanitation | 294 | 292 | 0\% | 285 | 283 | 1\% |

Table 4: Sample sizes, number of responses, and nonresponse percents, by treatment group, averaged across countries.

### 5.4 Spending data

We documented annual on-site spending by site, stakeholder (project, government, donors, and local community), and sector, within the MV1s as well as the MV2s.[52, 53, 54, 55, 56] We measured spending on activities such as malaria control or irrigation development, not the spending on specific outcomes. No analogous data collection effort was conducted in the comparison villages.

Project spending was reported quarterly via an internal financial tracking system. External stakeholder spending was reported via structured interviews and data collection templates. Community, donor, and government spending data were collected through 2014; internal project spending data were collected through 2015.

## 6 Statistical Analysis

### 6.1 Estimation of village-level outcomes

Here we describe the procedure used to obtain estimates and variances for village-level outcomes: $\boldsymbol{y}_{\mathfrak{j}, \mathrm{t}}^{(\mathrm{k})}$ and its estimated variance $V_{j, t}^{(k)}$ for outcome $k$ in village $j$. The estimation procedure differed by outcome type.

For estimation at the village level, we considered households as the primary sampling units (PSUs). Let $s_{I}$ be the set of sampled PSUs, $n_{I}=\left|s_{I}\right|$, and $s_{h}$ be the sample in PSU h. Given our use of equal-probability sampling and imputation to handle nonresponse, our estimation did not employ survey weights.

## Ratio estimation

Most outcomes are the average of some variable $y_{i}$ (e.g. received HIV test) among individuals or households with $d_{i}=1$ (e.g. had a live birth in the last two years). Let $t^{\text {num }}={ }_{i} y_{i} d_{i}$ and $t^{\text {den }}={ }_{i} d_{i}$ be population totals, with the quantity of interest $R=\frac{\mathrm{t}^{\text {num }}}{\mathrm{t}^{\mathrm{den}}}$.

Let $y_{h}={ }_{i \in s_{h}} y_{i} d_{i}$ and $d_{h}={ }_{i \in s_{h}} d_{i}$ be the sample totals in PSU $h$. We estimated the ratio as $\hat{R}=\frac{h \in s_{I} y_{h}}{h \in s_{I}} d_{h}$ and its variance assuming with-replacement sampling of PSUs: [43, 57]

$$
\hat{V}(\hat{R})=\frac{1}{\left(h \in s_{I} d_{h}\right)^{2}} \frac{n_{I}}{n_{I}-1} \underset{h \in s_{I}}{ }\left(y_{h}-\hat{R} d_{h}\right)^{2}
$$

matching formulas used by the R survey package function svyratio().[51, 58]

## Taylor linearization

The above ratio variance estimation is a special case of the more general technique of Taylor linearization for variance estimation.[43] We used this more general technique for outcomes 2.2 (proportion of pupils starting first grade who reach last grade of primary education) and 3.1 (gender parity in primary education), which cannot be expressed as ratios of two population totals.

## Gender parity in primary education

Define $y_{1 i}=1$ if child $i$ attends primary school and is female ( 0 otherwise), $y_{2 i}=1$ if child $i$ is of primary school age and is female, $y_{3 i}=1$ if child $i$ attends primary school and is male, $y_{4 i}=1$ if child $i$ is of primary school age and is male. Define totals as $t_{g}={ }_{i} y_{g i}$ for $g=1, \ldots, 4$ and our quantity of interest as $\frac{t_{1} t_{4}}{t_{2} t_{3}}$.

## Proportion of pupils starting first grade who reach last grade of primary education

Let $G=$ number of grades of primary education. We defined a survival time $T=$ the highest grade that was started, where if $T>1$, we required that grades one through $T-1$ were completed in order in $T-1$ years (i.e. no leaving, repeating, or skipping grades). Thus, the quantity of interest could be expressed as:

$$
\mathrm{P}(\mathrm{~T} \geqslant \mathrm{G} \mid \mathrm{T} \geqslant 1)=\mathrm{P}(\mathrm{~T} \geqslant 2 \mid \mathrm{T} \geqslant 1) \ldots \mathrm{P}(\mathrm{~T} \geqslant \mathrm{G} \mid \mathrm{T} \geqslant \mathrm{G}-1) .
$$

Given the data (survey data in year $t$ asking about the previous year $t-1$ ), we estimated the above probabilities, for example:

$$
\mathrm{P}(\mathrm{~T} \geqslant 6 \mid \mathrm{T} \geqslant 5) \approx \frac{\text { number of children in grade } 6 \text { in year } t \text { and in grade } 5 \text { in year } t-1}{\text { number of children in grade } 5 \text { in year } \mathrm{t}-1}
$$

The denominator does not exactly represent those with survival times $T \geqslant 5$, since we did not ask about their completion of grades one through four. However, conditional on $T \geqslant 5$, we know whether $T \geqslant 6$.

For $g=2, \ldots, G$, we defined $y_{g, i}^{d e n}=1$ if child $i$ was in grade $g-1$ last year, and 0 otherwise, and defined $y_{g, i}^{n u m}=1$ if child $i$ was in grade $g-1$ last year and is in grade $g$ this year, and 0 otherwise. We defined the totals as $t_{g}^{\text {num }}={ }_{i} y_{g, i}^{\text {num }}$ and $t_{g}^{d e n}={ }_{i} y_{g} \mathrm{den}$, and our estimand was an approximation of our quantity of interest:

$$
\mathrm{P}(\mathrm{~T} \geqslant \mathrm{G} \mid \mathrm{T} \geqslant 1) \approx \frac{\mathrm{t}_{2}^{\text {num }} \ldots \mathrm{t}_{\mathrm{G}}^{\mathrm{num}}}{\mathrm{t}_{2}^{\text {den }} \ldots \mathrm{t}_{\mathrm{G}}^{\text {den }}}
$$

## Mortality estimation

Here we describe estimation of the under-five mortality rate. The infant mortality rate was computed analogously. We defined a two-year study period to obtain adequate sample sizes.[12, 4] In 2015, we collected birth and death dates (if the child died) for any child under five that was alive during the study period $\left[t_{\text {lower }}, t_{\text {upper }}\right]$, where $t_{\text {lower }}=$ January 1 , 2013, and $t_{\text {upper }}=$ December 31, 2014.

We employed the usual survival setup: $T_{i}=$ survival time of the $i$ th child, $C_{i}=$ censoring time of the $i$ th child, and observed data $y_{i}=\min \left(T_{i}, C_{i}\right), v_{i}=I\left(T_{i} \leqslant C_{i}\right)$. Let $\theta$ be the parameters of the distribution of $T_{i}$ and $\phi$ be the parameters of the distribution of $C_{i}$. We derived the posterior distribution of $\theta$ by assuming 1) censoring times were independent of survival times, i.e. $C_{i} \perp T_{i}$, and 2) distinct parameters, i.e. $p(\theta, \phi)=p(\theta) p(\phi):[59]$

$$
p(\theta \mid \mathbf{y}, \boldsymbol{v}) \propto{ }_{i}\left[p_{T_{i}}\left(y_{i} \mid \theta\right)\right]^{v_{i}}\left[S_{T_{i}}\left(y_{i} \mid \theta\right)\right]^{1-v_{i}} * p(\theta)
$$

where $S_{T_{i}}(t \mid \theta)=P\left(T_{i} \geqslant t\right)$ is the survival function. We now describe our model for $p_{T_{i}}$, the probability density function of the survival time. Since our quantity of interest is survival until age five (and we do not collect survival data on older children), let any child $i$ that survives beyond age five have $T_{i}=5$. Let $\pi=P\left(T_{i}=5\right)$ be the probability of surviving until age five years.

We defined a distribution which is a mixture of a right-truncated (at five years) Weibull distribution and a probability mass at five years:

$$
\mathrm{p}_{\mathrm{T}_{\mathrm{i}}}(\mathrm{t} \mid \underbrace{\lambda, \kappa, \pi}_{\theta})=\frac{\mathrm{p}_{\text {Weibull }}(\mathrm{t} \mid \kappa, \lambda)}{\mathrm{F}_{\text {Weibull }^{(5)}}(5 \mid \kappa, \lambda)} * \mathrm{I}(\mathrm{t}<5)(1-\pi)+\mathrm{I}(\mathrm{t}=5) \pi
$$

We wanted our analysis to be conditional on survival until the start of the study period, $t_{\text {lower }}$. So, we defined $A_{i}$ as the age of child $i$ at the start of the study period, and as 0 if they were born during the study period: $A_{i}=\max \left(t_{\text {lower }}-\right.$ birth_date $\left.{ }_{i}, 0\right)$. We left-truncated the above mixture distribution to account for the start of the study period:

$$
p_{T_{i} \mid T_{i} \geqslant A_{i}}(t \mid \theta)= \begin{cases}\frac{p_{T_{i}}(t \mid \theta)}{S_{T_{i}}\left(A_{i} \mid \theta\right)} & t \geqslant A_{i} \\ 0 & t<A_{i}\end{cases}
$$

We defined a model for $\pi$ (the survival probability) by adding levels for mother and household:

$$
\begin{aligned}
\pi_{i} & =\operatorname{logit}^{-1}\left(\beta_{\mathfrak{m}[i]}\right) \text { for individuals } i \\
\beta_{\mathfrak{m}} & \sim N\left(\alpha_{h[m]}, \sigma_{\text {mother }}^{2}\right) \text { for mothers } m \\
\alpha_{h} & \sim N\left(\mu, \sigma_{\text {household }}^{2}\right) \text { for households } h
\end{aligned}
$$

For inference on the survival probability in a village, we took posterior simulations of $\frac{1}{n}{ }_{i=1}^{n} \pi_{i}$.

Likelihoods can be flat for models defined in restrictive parts of the data space, so we used strong priors on $\kappa$ and $\lambda$ based on data from the World Bank.[14] However, inference on the quantities of interest, $\pi_{i}$, was not very sensitive to priors on $\kappa$ and $\lambda$.

### 6.2 Estimation of quantities of interest

Let $y_{j, t}^{(k)}$ be outcome $k$ in village $j$ and year $t$, estimated using classical methods. To facilitate comparability, we standardized each outcome (and associated target), subtracting the mean across villages and dividing by the standard deviation across villages, and reoriented it so that larger values indicate higher economic development.

Estimation for a single outcome and country: Let $S_{q, z}^{(k)}$ be the set of villages in country $q$ and treatment group $z$ that include units randomly sampled for outcome $k$. We estimated the treatment effect on outcome $k$ in country $q$ as

$$
\hat{\tau}_{\mathrm{q}}^{(\mathrm{k})}=\mathbf{M}_{\mathfrak{j} \in \mathrm{S}_{\mathrm{q}, 1}^{(\mathrm{k})}} \mathrm{y}_{\mathfrak{j}, 2015}^{(\mathrm{k})}-\mathbf{M}_{\mathfrak{j} \in \mathrm{S}_{\mathrm{q}, 0}^{(\mathrm{k})}} \mathrm{y}_{\mathfrak{j}, 2015}^{(\mathrm{k})}
$$

with variance $\frac{1}{\left|S_{q, 1}^{(k)}\right|} \mathbf{V}_{j \in S_{q, 1}^{(k)}} y_{j, 2015}^{(k)}+\frac{1}{\left|S_{q, 0}^{(k)}\right|} \mathbf{V}_{j \in S_{q, 0}^{(k)}} y_{j, 2015}^{(k)}$, where " $M^{(k)}$ takes a sample mean over villages, and " $V$ " the sample variance. (Results were not sensitive to whether or not we weighted by village size.) We estimated target attainment as

$$
\hat{A}_{\mathrm{q}}^{(\mathrm{k})}=\mathbf{M}_{\mathfrak{j} \in \mathrm{S}_{\mathrm{q}, 1}^{(\mathrm{k})}} y_{\mathfrak{j}, 2015}^{(\mathrm{k})}-\operatorname{target}_{\mathrm{q}}^{(\mathrm{k})}
$$

with variance $\frac{1}{\left|S_{q, 1}^{(k)}\right|} \mathbf{V}_{j \in S_{q, 1}^{(k)}} y_{j, 2015}^{(k)}$.
Averaging across outcomes: We created outcome indices for eight categories: (1) poverty, (2) agriculture, (3) nutrition, (4) education, (5) child health, (6) maternal health, (7) HIV and malaria, and (8) water and sanitation. In addition, we created an overall outcome index. A village's outcome index (and associated target) is the average of its standardized outcomes (and targets) within a category. Results were not sensitive to whether we analyzed only villages for which all outcomes were measured or whether indices included only available outcomes. The treatment effect and target attainment were estimated for each outcome index.

Averaging across countries: Treatment effect and target attainment estimates were averaged across countries, weighting all ten countries equally.

### 6.3 Bayesian multi-outcome model

Let $z_{j}$ be the indicator of treatment (i.e. that village $j$ is in an MV1). The Bayesian model partially pools information across countries and outcome indices, jointly estimating country-specific treatment effects on the seven indices $m=1, \ldots, 7: 60,61$,

$$
\begin{aligned}
& {\left[\begin{array}{c}
y_{j, 2015}^{(1)} \\
\vdots \\
y_{j, 2015}^{(1)}
\end{array}\right] \left\lvert\,\left[\begin{array}{c}
\delta_{q[j]}^{(1)} \\
\vdots \\
\delta_{q[j]}^{(7)}
\end{array}\right]\right.,\left[\begin{array}{c}
\tau_{q[j]}^{(1)} \\
\vdots \\
\tau_{q[j]}^{(7)}
\end{array}\right] \sim N\left(\left[\begin{array}{c}
\delta_{q[j]}^{(1)}+\tau_{q[j]}^{(1)} z_{j} \\
\vdots \\
\delta_{q[j]}^{(7)}+\tau_{q[j]}^{(7)} z_{j}
\end{array}\right], \Sigma_{\text {village, } \mathbf{q}[j]}\right) \text { for villages } j} \\
& {\left.\left[\begin{array}{l}
\tau_{q}^{(m)} \\
\delta_{q}^{(m)}
\end{array}\right] \right\rvert\,\left[\begin{array}{l}
\tau \\
\delta
\end{array}\right],\left[\begin{array}{c}
a_{q}^{(\tau)} \\
a_{q}^{(\delta)}
\end{array}\right],\left[\begin{array}{c}
b_{m}^{(\tau)} \\
b_{m}^{(\delta)}
\end{array}\right],\left[\begin{array}{l}
c^{(\tau)} \\
c^{(\delta)}
\end{array}\right] \sim N\left(\left[\begin{array}{l}
\tau+a_{q}^{(\tau)}+b_{m}^{(\tau)}+c^{(\tau)} a_{q}^{(\tau)} b_{m}^{(\tau)} \\
\delta+a_{q}^{(\delta)}+b_{m}^{(\delta)}+c^{(\delta)} a_{q}^{(\delta)} b_{m}^{(\delta)}
\end{array}\right], \Sigma\right) \text { for countries } q \text { and outcome indices } m} \\
& {\left[\begin{array}{l}
a_{q}^{(\tau)} \\
a_{q}^{(\delta)}
\end{array}\right] \left\lvert\, \Gamma_{\text {countries }} \sim N\left(\left[\begin{array}{l}
0 \\
0
\end{array}\right], \Gamma_{\text {countries }}\right)\right. \text { for countries } q} \\
& {\left.\left[\begin{array}{l}
\mathbf{b}_{\mathfrak{m}}^{(\tau)} \\
\mathbf{b}_{\mathfrak{m}}^{(\delta)}
\end{array}\right] \right\rvert\, \Gamma_{\text {outcomes }} \sim \mathrm{N}\left(\left[\begin{array}{l}
0 \\
0
\end{array}\right], \Gamma_{\text {outcomes }}\right) \text { for outcome indices } m}
\end{aligned}
$$

We use weakly-informative priors for all remaining parameters, described below. For inference on the treatment effect on each outcome index $m$ in country $q$, we took posterior simulations of $\tau_{q}^{(m)}$, averaging to get the effect on the overall index. Models
that incorporate uncertainty in village-level estimates produced similar results. Due to geographic homogeneity within each MV1, our matching procedure created narrow matching variable ranges within each country. Given this narrow range, we did not incorporate matching variables into the model. We assessed the model fit via posterior predictive checks, i.e. generating data under the model and comparing to observed data, which show that the model fits well (see Appendix 6.5). [62] We also fit a Bayesian model to one outcome index at a time, see Appendix 6.4.

To fit the above model, we used the following weakly-informative priors:

$$
\begin{aligned}
& \Sigma_{\text {village }, q}=\operatorname{diag}\left(\sigma_{\text {village }, q}^{(1)}, \ldots, \sigma_{\text {village }, q}^{(7)}\right) \Omega_{\text {village, } q} \operatorname{diag}\left(\sigma_{\text {village, } q}^{(1)}, \ldots, \sigma_{\text {village }, q}^{(7)}\right) \text { for countries } q \\
& \Sigma=\operatorname{diag}\left(\sigma_{\tau}, \sigma_{\delta}\right) \Omega \operatorname{diag}\left(\sigma_{\tau}, \sigma_{\delta}\right) \\
& \Gamma_{\text {countries }}=\operatorname{diag}\left(\sigma_{a, \tau}, \sigma_{a, \delta}\right) \Omega_{\text {countries }} \operatorname{diag}\left(\sigma_{a, \tau}, \sigma_{a, \delta}\right) \\
& \Gamma_{\text {outcomes }}=\operatorname{diag}\left(\sigma_{b, \tau}, \sigma_{b, \delta}\right) \Omega_{\text {outcomes }} \operatorname{diag}\left(\sigma_{b, \tau}, \sigma_{b, \delta}\right) \\
& \sigma_{\tau}, \sigma_{\delta}, \sigma_{a, \tau}, \sigma_{a, \delta}, \sigma_{b, \tau}, \sigma_{b, \delta}, \sigma_{\text {village, } q}^{(m)} \sim \text { half- } N(0,1) \\
& \delta, \tau, c^{(\delta)}, c^{(\tau)} \sim N(0,1) \\
& \Omega_{\text {village }, q} \sim \operatorname{LKJ} \operatorname{corr}(3) \text { for countries } q \\
& \Omega_{\text {countries }} \sim \text { LKJcorr (3) } \\
& \Omega_{\text {outcomes }} \sim \text { LKJcorr (3). }
\end{aligned}
$$

For inference on the treatment effect on outcome index $m$ in country $q$, we took posterior simulations of $\tau_{q}^{(\mathfrak{m})}$. For inference on the treatment effect on the overall outcome index in country q , we took posterior simulations of ${ }_{\mathrm{m}=1}^{7} \tau_{\mathrm{q}}^{(\mathfrak{m})} w_{\mathrm{m}}$ where $w_{\mathrm{m}}$ weights by the number of outcomes in each index.

### 6.4 Bayesian model for a single outcome index

In addition to the joint model defined above, we fit Bayesian models separately to each of the seven outcome indices and the overall outcome index (a total of eight models). Let $z_{j}$ be the indicator of treatment (i.e. that village $j$ is in an MV1). This single-outcome model partially pools information across countries: [61, 60]

$$
\begin{aligned}
& y_{j, 2015} \mid \delta_{q[j]}, \tau_{q[j]}, \sigma_{\text {village }, \mathbf{q}[j]} \sim N\left(\delta_{q[j]}+\tau_{q[j]} z_{j}, \sigma_{\text {village }, \mathbf{q}[j]}^{2}\right) \text { for villages } j \\
& \left.\left.\left[\begin{array}{l}
\tau_{q} \\
\delta_{q}
\end{array}\right] \right\rvert\, \begin{array}{l}
\tau \\
\delta
\end{array}\right], \Sigma \sim N\left(\left[\begin{array}{l}
\tau \\
\delta
\end{array}\right], \Sigma\right) \text { for countries } q \\
& \sigma_{\text {village }, q} \mid \sigma_{\text {village }}, \operatorname{var}_{\sigma} \sim \operatorname{LogNormal}\left(\sigma_{\text {village }}, \operatorname{var}_{\sigma}\right) \text { for countries } q \\
& \text { weakly informative priors: } \\
& \Sigma=\operatorname{diag}\left(\sigma_{\tau}, \sigma_{\delta}\right) \Omega \operatorname{diag}\left(\sigma_{\tau}, \sigma_{\delta}\right) \\
& \sigma_{\tau}, \sigma_{\mathcal{\delta}}, \operatorname{var}_{\sigma} \sim \text { half-N }(0,1) \\
& \sigma_{\text {village }}, \delta, \tau \sim N(0,1) \\
& \Omega \sim \text { LKJcorr(3). }
\end{aligned}
$$

For inference on the treatment effect in country q , we took posterior simulations of $\tau_{q}$.

### 6.5 Posterior predictive checks

We assessed the model fit via posterior predictive checks, i.e. generating data under the model and comparing to observed data.[62] Conditional on the ten countries in our study, we used the model to generate hypothetical data on the overall outcome index for new villages. We plotted these simulated data alongside the observed data in Figure 14 , which shows that the model fit well. Results look similar for each individual outcome index.


Figure 14: Posterior predictive checks for the multi-outcome, multi-country Bayesian model. Conditional on the ten countries in our study, we used the model to generate hypothetical data on the overall outcome index for new villages across all countries. For each new village, we show a boxplot of the posterior predictive distribution, providing the median, interquartile range (the box), and whiskers (extreme data points that are no more than 1.5 times the interquartile range away from the box). The red dots are overall indices for the observed villages. Observed villages are the random subset of villages for which all outcomes were measured, so that the overall index could be computed.

## 7 Additional Results

We present additional results to supplement those in the main paper. Figure 15 summarizes the impact evaluation and target attainment classical results, showing the treatment and comparison groups relative to the targets. Figure 16 presents results from a Bayesian model fit to each outcome index separately. Figures 17 through 24 present classical impact results for each country and outcome, and Figures 26 through 33 present classical target attainment results for each country and outcome. See Appendix 9 for corresponding numerical tables.


Figure 15: For each outcome, classical estimates and 95\% intervals of uncertainty for MVs and comparison villages alongside targets, averaged across countries. As described in the main paper, outcomes were standardized and reoriented. Thus, results are shown as standard deviations from the mean. Outcomes without targets are shown in grey.

### 7.1 Impact evaluation

## Bayesian model for a single outcome index


(b) Separately for each country

Figure 16: Estimates of treatment effects and 95\% intervals of uncertainty from the Bayesian model defined in Appendix 6.4 fit to each outcome index separately. Results are on the scale of outcome standard deviations.

## Classical results

Below are classical estimates of treatment effects with 95\% intervals of uncertainty for each outcome and country, presented on the raw scale of the data (rather than in standard deviations).


Figure 17: Classical estimates of treatment effects and $95 \%$ intervals of uncertainty for the poverty outcomes, presented for each country as well as averaged across countries ("All Sites"). Except for the asset index, all outcomes are proportions and so have possible impacts ranging from -1 to 1 . The asset index is the first principal component of a list of assets. [9] [10]


Figure 18: Classical estimates of treatment effects and $95 \%$ intervals of uncertainty for the agriculture outcomes, presented for each country as well as averaged across countries ("All Sites"). Both outcomes are proportions and so have possible impacts ranging from -1 to 1.


Figure 19: Classical estimates of treatment effects and $95 \%$ intervals of uncertainty for the nutrition outcomes, presented for each country as well as averaged across countries ("All Sites"). All outcomes are proportions and so have possible impacts ranging from -1 to 1 .


Figure 20: Classical estimates of treatment effects and $95 \%$ intervals of uncertainty for the education outcomes, presented for each country as well as averaged across countries ("All Sites"). Except for gross attendance and gender parity, all outcomes are proportions and so have possible impacts ranging from -1 to 1. Gross attendance is the ratio of total attendants in primary school to those of primary school age and so can exceed one. Gender parity is the ratio of girl to boy gross attendance ratios and so can also exceed one. Therefore, both outcomes have possible impacts outside the range from -1 to 1 .


Figure 21: Classical estimates of treatment effects and 95\% intervals of uncertainty for the child health outcomes, presented for each country as well as averaged across countries ("All Sites"). Except for the mortality outcomes, all outcomes are proportions and so have possible impacts ranging from -1 to 1. Infant and under-five mortality rates are reported as deaths per 1000 live births.


Figure 22: Classical estimates of treatment effects and 95\% intervals of uncertainty for the maternal health outcomes, presented for each country as well as averaged across countries ("All Sites"). All outcomes are proportions and so have possible impacts ranging from -1 to 1 .


Figure 23: Classical estimates of treatment effects and $95 \%$ intervals of uncertainty for the HIV and malaria outcomes, presented for each country as well as averaged across countries ("All Sites"). All outcomes are proportions and so have possible impacts ranging from -1 to 1 .


Figure 24: Classical estimates of treatment effects and $95 \%$ intervals of uncertainty for the water and sanitation outcomes, presented for each country as well as averaged across countries ("All Sites"). Both outcomes are proportions and so have possible impacts ranging from -1 to 1 .

### 7.2 Time trend estimation and assessment of target attainment

Figure 25 shows the differences between classically-estimated outcomes in 2015 and 2010 cross-sections of the MV1s (with $95 \%$ intervals of uncertainty). Analogously to the treatment effect and target attainment estimation, we estimated the change in outcomes over time as

$$
\hat{\mathbf{t}}_{\mathrm{q}}^{(k)}=\mathbf{M}_{j \in \mathrm{~S}_{\mathrm{q}, 1}^{(k)}} y_{j, 2015}^{(k)}-\mathbf{M}_{j \in S_{\mathrm{q}, 1}^{(k)}} y_{j, 2010}^{(k)}
$$

with variance $\frac{1}{\left|S_{q, 1}^{(k)}\right|} \mathbf{V}_{\mathfrak{j} \in S_{q, 1}^{(k)}} y_{\mathfrak{j}, 2015}^{(k)}+\frac{1}{\left|S_{q, 1}^{(k)}\right|} \mathbf{V}_{j \in S_{q, 1}^{(k)}} y_{j, 2010}^{(k)}$. We calculated the outcome indices over the outcomes that were measured in both years.

Some outcomes were not measured in 2010 and are shown in gray. Averaged across the ten project sites, almost all outcomes improved between 2010 and 2015, with the biggest gains in maternal health outcomes. See Figures 26 to 33 for the results from each outcome and site separately. A limitation of this analysis is that the data collection in 2010 was not identical to the end-line data collection.


Figure 25: Estimation of change from 2010 to 2015 and $95 \%$ intervals of uncertainty, averaged across countries. As described, outcomes were standardized, reoriented, and subsequently averaged into outcome indices. Thus, results are on the scale of outcome standard deviations. Outcomes not measured in 2010 are shown in grey.

Below are outcome targets and classical estimates of project year five (2010) and ten (2015) outcomes with $95 \%$ intervals of uncertainty for each outcome and country, presented on the raw scale of the data (rather than in standard deviations).


Figure 26: Outcome targets and project year five (2010) and ten (2015) classical estimates with $95 \%$ intervals of uncertainty for the poverty outcomes, presented for each country. Except for the asset index, all outcomes are proportions and so range from 0 to 1. The asset index is the first principal component of a list of assets. [9] 10]


Figure 27: Outcome targets and project year five (2010) and ten (2015) classical estimates with $95 \%$ intervals of uncertainty for the agriculture outcomes, presented for each country. Both outcomes are proportions and so range from 0 to 1.


Figure 28: Outcome targets and project year five (2010) and ten (2015) classical estimates with $95 \%$ intervals of uncertainty for the nutrition outcomes, presented for each country. All outcomes are proportions and so range from 0 to 1 .


Figure 29: Outcome targets and project year five (2010) and ten (2015) classical estimates with $95 \%$ intervals of uncertainty for the education outcomes, presented for each country. Except for gross attendance and gender parity, all outcomes are proportions and so range from 0 to 1. Gross attendance is the ratio of total attendants in primary school to those of primary school age and so can exceed one. Gender parity is the ratio of girl to boy gross attendance ratios and so can also exceed one. Therefore, both outcomes have possible impacts outside the range from -1 to 1 .


Figure 30: Outcome targets and project year five (2010) and ten (2015) classical estimates with $95 \%$ intervals of uncertainty for the child health outcomes, presented for each country. Except for the mortality outcomes, all outcomes are proportions and so range from 0 to 1. Infant and under-five mortality rates are reported as deaths per 1000 live births.


Figure 31: Outcome targets and project year five (2010) and ten (2015) classical estimates with $95 \%$ intervals of uncertainty for the maternal health outcomes, presented for each country. All outcomes are proportions and so range from 0 to 1 .


Figure 32: Outcome targets and project year five (2010) and ten (2015) classical estimates with $95 \%$ intervals of uncertainty for the HIV and malaria outcomes, presented for each country. All outcomes are proportions and so range from 0 to 1 .


Figure 33: Outcome targets and project year five (2010) and ten (2015) classical estimates with $95 \%$ intervals of uncertainty for the water and sanitation outcomes, presented for each country. Both outcomes are proportions and so range from 0 to 1 .

## 8 Assessing Unconfoundedness

Although unconfoundedness cannot be tested directly, there are analyses that can assess its plausibility.[63, 41]. Imbens and Rubin describe an assessment of unconfoundedness using pseudo-outcomes that can be conducted at the design stage (i.e. before outcome data are available). We describe this approach and our results below.

The unconfoundedness assumption is:

$$
\begin{equation*}
\mathrm{y}(0), \mathrm{y}(1) \perp z \mid \mathbf{x} \text { (unconfoundedness). } \tag{4}
\end{equation*}
$$

A related assumption is subset unconfoundedness, which leaves out the pth pre-treatment variable from the conditioning set:

$$
\begin{equation*}
y(0), y(1) \perp z \mid \mathbf{x}^{(-p)} \text { (subset unconfoundedness). } \tag{5}
\end{equation*}
$$

This assumption cannot be tested for the same reason unconfoundedness cannot be tested: we do not observe $y(1)$ if $z=0$ and we do not observe $y(0)$ if $z=1$.[41] Suppose, however, that one of our pre-treatment variables is a good proxy for one of the potential outcomes (e.g. $y(0)$ ). This variable, $x^{(p)}$, can serve as a pseudo-outcome in a testable version of unconfoundedness:

$$
\begin{equation*}
\chi^{(p)} \perp z \mid \mathbf{x}^{(-p)} \text { (pseudo-outcome unconfoundedness). } \tag{6}
\end{equation*}
$$

The link between the unconfoundedness assumption (4) and the testable assumption (6) depends on two steps: linking assumptions (4) and (5) and linking assumptions (5) and (6). Both links are based on heuristic arguments that rely on subject-matter knowledge, neither are probabilistic theorems.

While it is theoretically possible that subset unconfoundedness (5) holds but unconfoundedness (4) does not, in practice it is rare if all the $\mathbf{x}$ are pre-treatment variables. Of greater concern is the more plausible scenario that unconfoundedness (4) holds but subset unconfoundedness (5) does not, because conditioning on $x^{(p)}$ is critical.

Subset unconfoundedness (5) and pseudo-outcome unconfoundedness 6 are most closely related when $x^{(p)}$ serves as a good proxy for $y(0)$ or $y(1)$. This is most plausible when $x^{(p)}$ is a lagged version of the outcome. [41] In our analysis, the DHS variables are composites of outcome measures and are therefore some of the best pseudo-outcomes. However, for this same reason they might be critical to condition on, calling into question the subset unconfoundedness assumption.

For pseudo-outcomes, we considered all continuous matching variables, specified at the grid-cell level. We considered nine geographic variables: access to major cities, cation exchange capacity of the soil, percent clay composition of the soil, soil pH , enhanced vegetation index, land surface temperature, elevation, elevation standard deviation (i.e. roughness of terrain), and population density. From the DHS we considered three matching indices: asset wealth, education, and health.

We always included categorical variables (agroecological zone and district or neighboring districts) in $\mathbf{x}^{(-p)}$, and performed exact matching. We then used the continuous variables (except for the pseudo-outcome) in matching procedures described in Appendix 3.2 above. Lastly, we fit a simple hierarchical model,

$$
\begin{align*}
& x_{\mathcal{c}}^{(p)} \sim N\left(\delta_{0, q[c]}+\delta \mathbf{x}_{c}^{(-p)}+\tau \mathcal{z}_{\mathcal{c}}, \sigma_{\text {grid-cell }}^{2}\right) \text { for grid cells } c  \tag{7}\\
& \delta_{0, q} \sim N\left(\delta_{0}, \sigma_{\delta}^{2}\right) \text { for countries } q .
\end{align*}
$$

In addition to fitting this model, we also conducted $t$-tests for the pseudo-outcome between treatment and matched comparison groups.

We performed the above procedure (matching, fitting model 7 and conducting $t$-tests) for each pseudo-outcome, recording each treatment effect interval of uncertainty. We only had DHS data for both treatment and comparison groups in seven of the ten countries. Therefore, we split our assessment of unconfoundedness into two parts. In one part, we dropped the DHS variables from the pre-treatment variables and pseudo-outcomes and performed the procedure using data from all ten countries. In the other part, we included DHS variables and limited our analysis to data from the seven countries with DHS data.

Without DHS variables, using data from all ten countries, we assessed the nine possible geographic pseudo-outcomes by
examining the treatment effect interval of uncertainty from fitting model 7 . Only enhanced vegetation index had an interval that did not contain zero. With DHS variables, using data from only seven countries, we assessed all 12 possible pseudo-outcomes by examining the treatment effect interval of uncertainty from fitting model 7 . Cation exchange capacity of the soil, elevation, and population density all had intervals that did not contain zero. In addition to fitting model 7 , we also conducted t-tests, but none of their results were statistically significant. These four variables were not particularly compelling pseudo-outcomes, therefore we did not abandon attempts at causal inference.

## 9 Numerical tables of graphs

Tables 5, 6, 7, and 8 include estimates of treatment effects and $95 \%$ intervals of uncertainty, averaged across countries. As described, outcomes were standardized, reoriented, and subsequently averaged into outcome indices. Thus, results are on the scale of outcome standard deviations.

| Category | Outcome | Estimate (95\% uncertainty interval) |
| :---: | :---: | :---: |
| Poverty | 1.1 Population below 1.25 USD/day | 0 (-0.1, 0.1) |
|  | 1.2 Poverty gap ratio | $0.1(0,0.2)$ |
|  | 1.1a Asset index | $0.3(0.1,0.6)$ |
|  | 8.15a Mobile phone ownership | $0.1(-0.1,0.3)$ |
|  | Poverty index | $0.1(0,0.3)$ |
| Agriculture | a. 2 Mineral fertilizer use | 0.8 (0.7, 0.9) |
|  | a. 4 Improved seed use | $0.6(0.5,0.8)$ |
|  | Agriculture index | $0.7(0.6,0.8)$ |
| Nutrition | 1.8 Under-5 underweight | 0.1 (-0.1, 0.4) |
|  | 1.8s Under-5 stunting | $0.2(0,0.4)$ |
|  | 1.8w Under-5 wasting | 0 (-0.2, 0.3) |
|  | c. 2 k Under-5 anemia | $0.3(0.2,0.5)$ |
|  | c.2s School-aged anemia | 0.1 (-0.1, 0.3) |
|  | c. 2 m Men anemia | 0.1 (-0.1, 0.3) |
|  | c. 2 w Women anemia | 0.3 (0.1, 0.5) |
|  | Nutrition index | $0.2(0.1,0.3)$ |
| Education | 2.1n Net attendance | $0.2(0,0.4)$ |
|  | 2.1g Gross attendance | $0.2(0,0.3)$ |
|  | 2.2 Primary school completion | 0.1 (-0.2, 0.4) |
|  | 3.1 Gender parity | 0.1 (-0.1, 0.3) |
|  | b. 1 Preschool attendance | 0.5 (0.3, 0.7) |
|  | b. 3 Primary school intake | $0.3(0.1,0.5)$ |
|  | Education index | $0.2(0.1,0.3)$ |
| Child health | 4.1 Under-5 mortality | 0.3 (0.1, 0.6) |
|  | 4.2 Infant mortality | $0.3(0,0.6)$ |
|  | 4.3 Measles immunization | 0.4 (0.2, 0.7) |
|  | c. 1 Exclusive breastfeeding | $0.7(0.5,1)$ |
|  | Child health index | $0.4(0.3,0.6)$ |
| Maternal health | 5.2 Skilled birth attendance | 0.9 (0.7, 1.1) |
|  | 5.3(A) Any contraceptive use | 0.5 (0.3, 0.7) |
|  | 5.3(M) Modern contraceptive use | $0.6(0.4,0.8)$ |
|  | 5.5(1) Skilled antenatal care visit | 0.9 (0.6, 1.2) |
|  | 5.5(4) Four antenatal care visits | 0.9 (0.7, 1.2) |
|  | Maternal health index | $0.8(0.6,0.9)$ |
| HIV and malaria | 6.1p Pregnant HIV testing | 1.1 (0.9, 1.2) |
|  | 6.3 AIDS knowledge | $0.6(0.5,0.6)$ |
|  | 6.6k Under-5 malaria | 0.6 (0.4, 0.7) |
|  | 6.6s School-aged malaria | $0.5(0.3,0.6)$ |
|  | 6.6w Women malaria | 0.4 (0.2, 0.6) |
|  | 6.6m Men malaria | $0.6(0.4,0.9)$ |
|  | 6.7 Under-5 bednet use | $0.8(0.6,1)$ |
|  | 6.7 p Pregnant bednet use | 0.5 (0.2, 0.8) |
|  | 6.7h Bednet ownership | $1.2(1,1.4)$ |
|  | 6.7 n Bednet correct use | $0.6(0.3,0.8)$ |
|  | HIV and malaria index | $0.7(0.6,0.8)$ |
| Water and sanitation | 7.8 Improved water | 0.4 (0.1, 0.6) |
|  | 7.9 Improved sanitation | $0.7(0.5,0.8)$ |
|  | Water and sanitation index | $0.5(0.4,0.7)$ |
|  | Overall index | 0.5 (0.4, 0.6) |

Table 5 (corresponds to Figure 3 a in the main paper): individual outcomes and indices, classical results.

| Outcome index | Estimate $(95 \%$ uncertainty interval) |
| :--- | :--- |
| Poverty index | $0.1(0,0.3)$ |
| Agriculture index | $0.7(0.6,0.8)$ |
| Education index | $0.2(0.1,0.3)$ |
| Child health index | $0.4(0.3,0.6)$ |
| Maternal health index | $0.8(0.6,0.9)$ |
| HIV and malaria index | $0.7(0.6,0.8)$ |
| Water and sanitation index | $0.5(0.4,0.7)$ |
| Overall index | $0.5(0.4,0.6)$ |

Table 6 (corresponds to Figure $3 b$ in the main paper): outcome indices, classical results.

| Outcome index | Estimate $(95 \%$ uncertainty interval) |
| :--- | :--- |
| Poverty index | $0.2(0.1,0.4)$ |
| Agriculture index | $0.6(0.4,0.7)$ |
| Nutrition index | $0.2(0.1,0.4)$ |
| Education index | $0.3(0.2,0.4)$ |
| Child health index | $0.5(0.3,0.6)$ |
| Maternal health index | $0.6(0.4,0.7)$ |
| HIV and malaria index | $0.6(0.5,0.7)$ |
| Water and sanitation index | $0.4(0.3,0.6)$ |
| Overall index | $0.4(0.4,0.5)$ |

Table 7 (corresponds to Figure 3c in the main paper): outcome indices, Bayesian results.

| Outcome index | Estimate $(95 \%$ uncertainty interval) |
| :--- | :--- |
| Poverty index | $0.1(0,0.3)$ |
| Agriculture index | $0.6(0.5,0.8)$ |
| Nutrition index | $0(-0.1,0.1)$ |
| Education index | $0.1(0,0.2)$ |
| Child health index | $0.2(0,0.5)$ |
| Maternal health index | $0.4(0.3,0.6)$ |
| HIV and malaria index | $0.4(0.3,0.4)$ |
| Water and sanitation index | $0.3(0.1,0.5)$ |
| Overall index | $0.3(0.2,0.4)$ |

Table 8 (corresponds to Figure 3d in the main paper): outcome indices, classical results, averaged across only the seven countries matched using DHS data.

Tables 9 and 10 include estimates of treatment effects on outcome indices and $95 \%$ intervals of uncertainty, separately for each country. Results are on the scale of outcome standard deviations.

|  |  |  |  | Estimate (95\% uncertainty interval) |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Country | Overall | Poverty | Agriculture | Nutrition | Education | Child health | Maternal <br> health | HIV and <br> malaria | Water and <br> sanitation |
| Senegal | $0.1(-0.2,0.4)$ | $-0.2(-0.4,0.1)$ | $1.8(1.2,2.4)$ | $-0.4(-0.7,-0.2)$ | $0.1(-0.2,0.5)$ | $0.4(-0.2,0.9)$ | $0.4(0,0.7)$ | $0.3(0.1,0.5)$ | $-0.4(-0.9,0)$ |
| Mali | $0.1(0,0.3)$ | $-0.3(-0.6,0)$ | $0(-0.6,0.6)$ | $-0.4(-0.8,-0.1)$ | $0(-0.2,0.1)$ | $-0.1(-0.5,0.3)$ | $0.9(0.3,1.4)$ | $0.2(0,0.5)$ | $-0.2(-0.4,0)$ |
| Ghana | $0.3(0.1,0.5)$ | $0.3(-0.2,0.8)$ | $0.5(0,1)$ | $0.4(0,0.7)$ | $0.2(0,0.5)$ | $0.6(0,1.2)$ | $0.6(0.2,1)$ | $0.2(0,0.5)$ | $0.3(0,0.7)$ |
| Nigeria | $1.2(0.9,1.6)$ | $0.2(-0.3,0.7)$ | $0.4(0.2,0.5)$ | $1.1(0.9,1.4)$ | $0.9(0.1,1.6)$ | $2(1.5,2.4)$ | $2.8(2.4,3.3)$ | $1.5(1.2,1.8)$ | $0.7(0.3,1.1)$ |
| Ethiopia | $0.9(0.7,1.1)$ | $-0.2(-0.7,0.3)$ | $1.3(1.2,1.4)$ | $0.1(-0.3,0.5)$ | $0.7(0.4,1)$ | $0.1(-0.6,0.8)$ | $0.8(0.5,1.1)$ | $1.6(1.3,1.8)$ | $1.5(1,1.9)$ |
| Uganda | $0.1(0,0.3)$ | $-0.2(-0.9,0.5)$ | $0(0,0)$ | $-0.1(-0.3,0.2)$ | $0.1(-0.2,0.3)$ | $0(-0.5,0.5)$ | $0.4(0.1,0.7)$ | $0(-0.1,0.2)$ | $0.4(-0.3,1.1)$ |
| Kenya | $0.5(0.1,1)$ | $-0.1(-0.3,0.2)$ | $1.8(1.6,2)$ | $0.4(0,0.8)$ | $-0.2(-0.5,0.2)$ | $0.6(-0.2,1.4)$ | $0.2(-0.3,0.7)$ | $1(0.8,1.2)$ | $0.6(0.1,1.1)$ |
| Rwanda | $0.3(0.2,0.5)$ | $0.8(0.3,1.2)$ | $-0.3(-0.5,0)$ | $0.3(0,0.7)$ | $0.3(0,0.5)$ | $0.3(-0.2,0.7)$ | $0.5(0.3,0.8)$ | $0.2(0,0.3)$ | $1.1(0.7,1.6)$ |
| Tanzania | $0.7(0.3,1.2)$ | $0.3(-0.1,0.7)$ | $1.2(0.7,1.7)$ | $0.3(0,0.6)$ | $0.3(0,0.7)$ | $0.5(-0.1,1)$ | $1.2(0.2,2.1)$ | $1.2(0.7,1.6)$ | $1.1(0.3,1.9)$ |
| Malawi | $0.2(0.1,0.3)$ | $0.6(0.4,0.9)$ | $0.4(0.3,0.6)$ | $0(-0.3,0.3)$ | $-0.1(-0.2,0.1)$ | $0(-0.5,0.5)$ | $-0.1(-0.4,0.2)$ | $0.6(0.4,0.8)$ | $0.1(-0.1,0.3)$ |

Table 9 (corresponds to Figure 4 a in the main paper): classical results.

|  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Country | Overall | Poverty | Agriculture | Nutrition | Education | Child health | Maternal <br> health |  |  |
| Senegal | $0.2(0,0.5)$ | $0.1(-0.3,0.5)$ | $0.7(0,1.5)$ | $-0.4(-0.8,0)$ | $0.2(-0.1,0.6)$ | $0.3(-0.2,0.9)$ | $0.3(-0.2,0.7)$ | $0.3(0,0.6)$ | $0.2(-0.2,0.7)$ |
| Mali | $0.1(-0.2,0.3)$ | $-0.2(-0.5,0.2)$ | $0.2(-0.4,0.7)$ | $-0.3(-0.7,0.1)$ | $0(-0.3,0.2)$ | $0(-0.4,0.5)$ | $0.8(0.2,1.3)$ | $0.4(0.1,0.7)$ | $-0.2(-0.6,0.1)$ |
| malaria |  |  |  |  |  |  |  |  |  |
| Ghana | $0.4(0.1,0.6)$ | $0.2(-0.2,0.7)$ | $0.3(-0.1,0.8)$ | $0.3(0,0.7)$ | $0.2(0,0.5)$ | $0.5(0,1)$ | $0.5(0.1,1)$ | $0.3(0,0.6)$ | $0.3(-0.1,0.8)$ |
| Nigeria | $1(0.6,1.3)$ | $0.4(-0.3,1.1)$ | $0.3(0.1,0.5)$ | $1(0.6,1.5)$ | $0.6(0.1,1.2)$ | $1(0.3,1.8)$ | $1.4(0.5,2.3)$ | $1.3(0.9,1.8)$ | $1(0.3,1.6)$ |
| Ethiopia | $0.9(0.7,1.2)$ | $0.3(-0.1,0.7)$ | $1.3(1.1,1.4)$ | $0.5(0.1,1)$ | $0.8(0.4,1.1)$ | $0.6(0,1.2)$ | $0.9(0.5,1.3)$ | $1.6(1.3,1.8)$ | $1(0.4,1.6)$ |
| Uganda | $0.2(0,0.4)$ | $0.1(-0.4,0.7)$ | $0(-0.1,0)$ | $0(-0.5,0.4)$ | $0.2(-0.2,0.5)$ | $0.4(0,0.7)$ | $0.3(-0.2,0.8)$ | $0.1(-0.1,0.3)$ | $0.3(-0.3,0.8)$ |
| Kenya | $0.7(0.3,1)$ | $0.2(-0.3,0.7)$ | $1.5(0.8,2.2)$ | $0.5(0,1)$ | $0.1(-0.4,0.6)$ | $0.7(0,1.3)$ | $0.5(-0.2,1.2)$ | $0.9(0.5,1.3)$ | $0.5(0.1,0.9)$ |
| Rwanda | $0.4(0.1,0.6)$ | $0.3(-0.2,0.9)$ | $0.1(-0.5,0.8)$ | $0.2(-0.2,0.7)$ | $0.2(-0.3,0.7)$ | $0.3(-0.2,0.8)$ | $0.5(0,0.9)$ | $0.2(-0.1,0.6)$ | $0.7(0,1.4)$ |
| Tanzania | $0.6(0.3,0.9)$ | $0.3(-0.1,0.7)$ | $0.8(0.2,1.4)$ | $0.2(-0.1,0.6)$ | $0.3(-0.1,0.7)$ | $0.5(0,1)$ | $0.7(0,1.4)$ | $0.9(0.4,1.5)$ | $0.7(0.1,1.4)$ |
| Malawi | $0.2(0.1,0.4)$ | $0.6(0.3,1)$ | $0.4(0.2,0.6)$ | $0.1(-0.3,0.4)$ | $-0.1(-0.3,0.2)$ | $0.1(-0.4,0.6)$ | $0(-0.3,0.4)$ | $0.5(0.3,0.8)$ | $0(-0.2,0.2)$ |

Table 10 (corresponds to Figure $4 b$ in the main paper): Bayesian results.

Tables 11 and 12 include the estimated distance from targets and $95 \%$ intervals of uncertainty, averaged across countries. As described, outcomes were standardized, reoriented, and subsequently averaged into outcome indices. Thus, results are on the scale of outcome standard deviations.

| Category | Outcome | Estimate (95\% uncertainty interval) |
| :---: | :---: | :---: |
| Poverty | 1.1 Population below 1.25 USD/day | -1 (-1.1, -0.9) |
|  | 1.2 Poverty gap ratio | -0.8 (-0.9, -0.7) |
|  | 8.15a Mobile phone ownership | -0.4 (-0.5, -0.3) |
|  | Poverty index | -0.7 (-0.8, -0.7) |
| Agriculture | a. 2 Mineral fertilizer use | -0.3 (-0.4, -0.3) |
|  | a. 4 Improved seed use | -1.2 (-1.3, -1.1) |
|  | Agriculture index | -0.8 (-0.8, -0.7) |
| Nutrition | 1.8 Under-5 underweight | $0.1(-0.1,0.3)$ |
|  | 1.8s Under-5 stunting | -0.1 (-0.2, 0.1) |
|  | 1.8w Under-5 wasting | 0 (-0.2, 0.2) |
|  | Nutrition index | $0(-0.1,0.1)$ |
| Education | 2.1n Net attendance | -0.6 (-0.7, -0.5) |
|  | 2.1g Gross attendance | $0.7(0.6,0.8)$ |
|  | 2.2 Primary school completion | -0.8 (-1, -0.6) |
|  | 3.1 Gender parity | $0.2(0,0.3)$ |
|  | b. 1 Preschool attendance | -1.6 (-1.7, -1.4) |
|  | b. 3 Primary school intake | -2.2 (-2.3, -2) |
|  | Education index | -0.7 (-0.8, -0.6) |
| Child health | 4.1 Under-5 mortality | 0 (-0.2, 0.1) |
|  | 4.2 Infant mortality | -0.2 (-0.3, 0) |
|  | 4.3 Measles immunization | -0.4 (-0.6, -0.2) |
|  | c. 1 Exclusive breastfeeding | $1(0.8,1.1)$ |
|  | Child health index | $0.1(0,0.2)$ |
| Maternal health | 5.2 Skilled birth attendance | $0.3(0.2,0.5)$ |
|  | 5.3(A) Any contraceptive use | $0.2(0,0.3)$ |
|  | 5.3(M) Modern contraceptive use | $0.7(0.6,0.9)$ |
|  | 5.5(1) Skilled antenatal care visit | 1.2 (1.1, 1.4) |
|  | 5.5(4) Four antenatal care visits | $0(-0.2,0.2)$ |
|  | Maternal health index | $0.5(0.4,0.6)$ |
| HIV and malaria | 6.1p Pregnant HIV testing | 0.2 (0.1, 0.3) |
|  | 6.3 AIDS knowledge | -1.7 (-1.8, -1.7) |
|  | 6.7 Under-5 bednet use | -0.4 (-0.6, -0.3) |
|  | 6.7p Pregnant bednet use | -0.3 (-0.5, -0.1) |
|  | 6.7h Bednet ownership | 0.2 (0.1, 0.2) |
|  | 6.7 n Bednet correct use | -1.4 (-1.5, -1.3) |
|  | HIV and malaria index | -0.6 (-0.7, -0.5) |
| Water and sanitation | 7.8 Improved water | $0.7(0.6,0.9)$ |
|  | 7.9 Improved sanitation | -0.1 (-0.2, 0) |
|  | Water and sanitation index | 0.3 (0.2, 0.4) |
|  | Overall index | -0.2 (-0.3, -0.2) |

Table 11 (corresponds to Figure $6 a$ in the main paper): individual outcomes and indices, classical results.

| Outcome index | Estimate $(95 \%$ uncertainty interval $)$ |
| :--- | :--- |
| Poverty index | $-0.7(-0.8,-0.7)$ |
| Agriculture index | $-0.8(-0.8,-0.7)$ |
| Nutrition index | $0(-0.1,0.1)$ |
| Education index | $-0.7(-0.8,-0.6)$ |
| Child health index | $0.1(0,0.2)$ |
| Maternal health index | $0.5(0.4,0.6)$ |
| HIV and malaria index | $-0.6(-0.7,-0.5)$ |
| Water and sanitation index | $0.3(0.2,0.4)$ |
| Overall index | $-0.2(-0.3,-0.2)$ |

Table 12 (corresponds to Figure $6 b$ in the main paper): outcome indices, classical results.

Tables 13, 14, and 15 include estimated spending in the MV1s in 2005 USD, adjusted using the US Consumer Price Index. We present, per capita: (a) the total spending by site; (b) the total spending by stakeholder, averaged across sites; and (c) the project spending by sector, averaged across sites. Community, donor, and government spending data were collected through 2014; internal project spending data were collected through 2015.

| Country | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Senegal | $\$ 34$ | $\$ 85$ | $\$ 189$ | $\$ 87$ | $\$ 65$ | $\$ 65$ | $\$ 122$ | $\$ 98$ | $\$ 23$ | - |
| Mali | $\$ 74$ | $\$ 61$ | $\$ 101$ | $\$ 49$ | $\$ 31$ | $\$ 59$ | $\$ 57$ | $\$ 66$ | $\$ 37$ | - |
| Ghana | $\$ 83$ | $\$ 156$ | $\$ 179$ | $\$ 352$ | $\$ 235$ | $\$ 226$ | $\$ 259$ | $\$ 155$ | $\$ 135$ | - |
| Nigeria | $\$ 31$ | $\$ 263$ | $\$ 190$ | $\$ 105$ | $\$ 202$ | $\$ 19$ | $\$ 64$ | $\$ 72$ | $\$ 73$ | - |
| Ethiopia | $\$ 49$ | $\$ 88$ | $\$ 77$ | $\$ 83$ | $\$ 66$ | $\$ 62$ | $\$ 57$ | $\$ 108$ | $\$ 64$ | - |
| Uganda | $\$ 91$ | $\$ 103$ | $\$ 83$ | $\$ 77$ | $\$ 106$ | $\$ 62$ | $\$ 91$ | $\$ 79$ | $\$ 65$ | - |
| Kenya | $\$ 201$ | $\$ 213$ | $\$ 203$ | $\$ 153$ | $\$ 374$ | $\$ 328$ | $\$ 235$ | $\$ 172$ | $\$ 111$ | - |
| Rwanda | $\$ 131$ | $\$ 184$ | $\$ 171$ | $\$ 151$ | $\$ 159$ | $\$ 96$ | $\$ 109$ | $\$ 199$ | $\$ 135$ | - |
| Tanzania | $\$ 127$ | $\$ 66$ | $\$ 86$ | $\$ 113$ | $\$ 103$ | $\$ 115$ | $\$ 75$ | $\$ 111$ | $\$ 98$ | - |
| Malawi | $\$ 132$ | $\$ 183$ | $\$ 146$ | $\$ 178$ | $\$ 113$ | $\$ 101$ | $\$ 114$ | $\$ 134$ | $\$ 95$ | - |

Table 13 (corresponds to Figure 7a in the main paper): total spending, by site.

| Stakeholder | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Community | $\$ 6$ | $\$ 11$ | $\$ 10$ | $\$ 14$ | $\$ 5$ | $\$ 7$ | $\$ 4$ | $\$ 12$ | $\$ 11$ | - |
| Donor | $\$ 14$ | $\$ 12$ | $\$ 19$ | $\$ 14$ | $\$ 16$ | $\$ 24$ | $\$ 34$ | $\$ 32$ | $\$ 17$ | - |
| Government | $\$ 29$ | $\$ 47$ | $\$ 32$ | $\$ 51$ | $\$ 48$ | $\$ 47$ | $\$ 45$ | $\$ 55$ | $\$ 39$ | - |
| Project | $\$ 47$ | $\$ 70$ | $\$ 81$ | $\$ 56$ | $\$ 76$ | $\$ 34$ | $\$ 34$ | $\$ 21$ | $\$ 17$ | $\$ 18$ |

Table 14 (corresponds to Figure $7 b$ in the main paper): total spending, by stakeholder.

| Sector | 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Agriculture/Business | $\$ 17$ | $\$ 18$ | $\$ 14$ | $\$ 15$ | $\$ 12$ | $\$ 8$ | $\$ 3$ | $\$ 0$ | $\$ 1$ | $\$ 2$ |
| Education | $\$ 3$ | $\$ 13$ | $\$ 19$ | $\$ 11$ | $\$ 7$ | $\$ 2$ | $\$ 3$ | $\$ 2$ | $\$ 2$ | $\$ 3$ |
| Health | $\$ 9$ | $\$ 14$ | $\$ 17$ | $\$ 12$ | $\$ 18$ | $\$ 10$ | $\$ 8$ | $\$ 5$ | $\$ 4$ | $\$ 4$ |
| Infrastructure | $\$ 4$ | $\$ 6$ | $\$ 11$ | $\$ 5$ | $\$ 25$ | $\$ 3$ | $\$ 6$ | $\$ 1$ | $\$ 1$ | $\$ 1$ |
| Management | $\$ 14$ | $\$ 19$ | $\$ 20$ | $\$ 14$ | $\$ 14$ | $\$ 11$ | $\$ 16$ | $\$ 14$ | $\$ 9$ | $\$ 7$ |

Table 15 (corresponds to Figure 7c in the main paper): project spending, by sector.

|  | Estimate $(95 \%$ uncertainty interval) |  |
| :--- | :--- | :--- |
| Country | MV | Comparison |
| Senegal | $10(10,10)$ | $0(0,0.1)$ |
| Mali | $10(9.9,10)$ | $0(0,0.1)$ |
| Ghana | $9.8(9.7,10)$ | $1.3(0.5,2.1)$ |
| Nigeria | $10(10,10)$ | $0(0,0)$ |
| Ethiopia | $9.8(9.6,10.1)$ | $0(0,0)$ |
| Uganda | $9.9(9.8,10)$ | $0.6(0.3,0.9)$ |
| Kenya | $10(10,10)$ | $0.5(0.1,0.9)$ |
| Rwanda | $8.5(7.9,9)$ | $1.1(0.8,1.4)$ |
| Tanzania | $9.9(9.9,10)$ | $0.4(0,0.9)$ |
| Malawi | $9.7(9.5,9.8)$ | $1.1(0.9,1.3)$ |

Table 16 (corresponds to Figure 12): classical estimates and 95\% intervals of uncertainty for the average number of years lived in the MV site since 2005 for each country, based on household survey of migration patterns.

|  |  | Estimate (95\% uncertainty interval) |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Category | Outcome | MV | Comparison | Target |
| Poverty | 1.1 Population below 1.25 USD/day | -0.1 (-0.1, 0) | 0 (-0.1, 0) | 0.9 |
|  | 1.2 Poverty gap ratio | $0(-0.1,0.1)$ | -0.1 (-0.2, 0) | 0.8 |
|  | 1.1a Asset index | $0.2(0.1,0.3)$ | -0.1 (-0.4, 0.1) | - |
|  | 8.15a Mobile phone ownership | -0.1 (-0.2, 0) | -0.2 (-0.3, 0) | 0.4 |
| Agriculture | a. 2 Mineral fertilizer use | $0.2(0.2,0.3)$ | -0.6 (-0.7, -0.5) | 0.5 |
|  | a. 4 Improved seed use | $0.3(0.2,0.4)$ | -0.4 (-0.5, -0.3) | 1.5 |
| Nutrition | 1.8 Under-5 underweight | 0 (-0.2, 0.1) | -0.2 (-0.3, 0) | -0.1 |
|  | 1.8s Under-5 stunting | -0.1 (-0.3, 0) | -0.3 (-0.5, -0.2) | 0 |
|  | 1.8w Under-5 wasting | 0 (-0.2, 0.2) | 0 (-0.2, 0.2) | 0 |
|  | c. 2 k Under-5 anemia | $0.1(0,0.2)$ | -0.2 (-0.3, -0.1) | - |
|  | c. 2 s School-aged anemia | $0.1(-0.1,0.2)$ | -0.1 (-0.2, 0.1) | - |
|  | c. 2 m Men anemia | 0 (-0.2, 0.2) | -0.1 (-0.2, 0) |  |
|  | c. 2 w Women anemia | $0.1(0,0.3)$ | -0.1 (-0.3, 0) |  |
| Education | 2.1n Net attendance | $0.2(0.1,0.3)$ | 0 (-0.1, 0.2) | 0.9 |
|  | 2.1g Gross attendance | $0.2(0,0.3)$ | 0 (-0.1, 0.2) | -0.5 |
|  | 2.2 Primary school completion | 0 (-0.2, 0.2) | -0.1 (-0.4, 0.1) | 0.7 |
|  | 3.1 Gender parity | $0(-0.2,0.1)$ | -0.1 (-0.3, 0) | -0.2 |
|  | b. 1 Preschool attendance | $0.1(0,0.3)$ | -0.4 (-0.5, -0.2) | 1.7 |
|  | b. 3 Primary school intake | $0.2(0.1,0.4)$ | -0.1 (-0.2, 0) | 2.4 |
| Child health | 4.1 Under-5 mortality | 0 (-0.1, 0.2) | -0.3 (-0.5, -0.1) | 0.1 |
|  | 4.2 Infant mortality | 0 (-0.1, 0.2) | -0.3 (-0.6, -0.1) | 0.2 |
|  | 4.3 Measles immunization | $0.1(0,0.3)$ | -0.3 (-0.4, -0.1) | 0.5 |
|  | c. 1 Exclusive breastfeeding | $0.3(0.1,0.5)$ | -0.4 (-0.6, -0.2) | -0.7 |
| Maternal health | 5.2 Skilled birth attendance | $0.3(0.2,0.5)$ | -0.5 (-0.7, -0.3) | 0 |
|  | 5.3(A) Any contraceptive use | $0.1(0,0.3)$ | -0.4 (-0.5, -0.3) | 0 |
|  | 5.3(M) Modern contraceptive use | $0.2(0,0.3)$ | -0.4 (-0.6, -0.3) | -0.6 |
|  | 5.5(1) Skilled antenatal care visit | $0.2(0.1,0.4)$ | -0.7 (-0.9, -0.4) | -1 |
|  | 5.5(4) Four antenatal care visits | $0.2(0.1,0.4)$ | -0.7 (-0.9, -0.5) | 0.2 |
| HIV and malaria | 6.1p Pregnant HIV testing | $0.4(0.3,0.4)$ | -0.7 (-0.9, -0.6) | 0.2 |
|  | 6.3 AIDS knowledge | $0.1(0,0.1)$ | -0.5 (-0.5, -0.4) | 1.8 |
|  | 6.6k Under-5 malaria | $0.1(0,0.2)$ | -0.4 (-0.6, -0.3) | - |
|  | 6.6s School-aged malaria | $0(-0.1,0.2)$ | -0.4 (-0.5, -0.3) | - |
|  | 6.6w Women malaria | $0.2(0,0.3)$ | -0.2 (-0.4, -0.1) | - |
|  | 6.6m Men malaria | $0.1(0,0.3)$ | -0.5 (-0.7, -0.3) | - |
|  | 6.7 Under-5 bednet use | $0.3(0.2,0.5)$ | -0.5 (-0.7, -0.4) | 0.7 |
|  | 6.7p Pregnant bednet use | $0.2(0,0.4)$ | -0.3 (-0.5, -0.1) | 0.5 |
|  | 6.7h Bednet ownership | $0.4(0.4,0.5)$ | -0.8 (-1, -0.7) | 0.2 |
|  | 6.7n Bednet correct use | $0(-0.1,0.1)$ | -0.6 (-0.8, -0.4) | 1.4 |
| Water and sanitation | 7.8 Improved water | $0.1(0,0.3)$ | -0.2 (-0.5, 0) | -0.6 |
|  | 7.9 Improved sanitation | $0.4(0.3,0.5)$ | -0.3 (-0.4, -0.2) | 0.5 |

Table 17 (corresponds to Figure 15): for each outcome, classical estimates and $95 \%$ intervals of uncertainty for MVs and comparison villages alongside targets, averaged across countries. As described in the main paper, outcomes were standardized and reoriented. Thus, results are shown as standard deviations from the mean. Outcomes without targets are shown in grey.

Tables 18 and 19 include estimates of treatment effects and $95 \%$ intervals of uncertainty from the Bayesian model defined in Appendix 6.4 fit to each outcome index separately. Results are on the scale of outcome standard deviations.

| Outcome index | Estimate $(95 \%$ uncertainty interval) |
| :--- | :--- |
| Poverty index | $0.1(0,0.3)$ |
| Agriculture index | $0.7(0.6,0.8)$ |
| Nutrition index | $0.2(0.1,0.3)$ |
| Education index | $0.2(0.1,0.3)$ |
| Child health index | $0.4(0.2,0.6)$ |
| Maternal health index | $0.8(0.6,0.9)$ |
| HIV and malaria index | $0.7(0.6,0.8)$ |
| Water and sanitation index | $0.5(0.3,0.6)$ |
| Overall index | $0.5(0.4,0.5)$ |

Table 18 (corresponds to Figure 16a): Bayesian estimates of treatment effects, averaged across countries.

| Estimate (95\% uncertainty interval) |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Country | Overall | Poverty | Agriculture | Nutrition | Education | Child health | Maternal health | HIV and malaria | Water and sanitation |
| Senegal | $0.2(-0.1,0.4)$ | -0.1 (-0.4, 0.1) | $1.7(1.2,2.2)$ | -0.4(-0.7, -0.1) | $0.1(-0.2,0.4)$ | 0.4 (-0.1, 0.8) | 0.4 (0.1, 0.7) | 0.3 (0.1, 0.5) | -0.2 (-0.7, 0.3) |
| Mali | $0.2(0,0.3)$ | -0.2 (-0.5, 0.2) | $0.1(-0.4,0.7)$ | -0.4(-0.8, -0.1) | $0(-0.2,0.3)$ | $0.1(-0.4,0.5)$ | $0.9(0.4,1.4)$ | $0.3(0,0.5)$ | -0.1 (-0.4, 0.2) |
| Ghana | 0.3 (0.1, 0.5) | 0.2 (-0.1, 0.6) | $0.5(0,1)$ | $0.3(0,0.6)$ | $0.2(0,0.5)$ | $0.5(0,1)$ | 0.6 (0.2, 1.1) | $0.2(0,0.5)$ | 0.4 (-0.1, 0.8) |
| Nigeria | $1.1(0.7,1.5)$ | $0.2(-0.2,0.6)$ | $0.4(0,0.8)$ | 1 (0.6, 1.3) | $0.5(0,1)$ | 1.5 (0.9, 2.2) | 2.6 (2, 3.1) | 1.4 (1.2, 1.7) | 0.6 (0, 1.2) |
| Ethiopia | $0.9(0.7,1)$ | -0.1 (-0.4, 0.3) | 1.3 (1.2, 1.4) | $0.2(-0.1,0.5)$ | 0.5 (0.1, 0.9) | $0.2(-0.3,0.7)$ | 0.8 (0.4, 1.1) | 1.5 (1.1, 1.8) | $1.2(0.6,1.7)$ |
| Uganda | $0.2(0,0.3)$ | $0(-0.5,0.4)$ | 0 (0, 0) | $0(-0.3,0.4)$ | $0.1(-0.1,0.4)$ | $0.1(-0.4,0.6)$ | $0.4(0,0.8)$ | $0.1(-0.2,0.3)$ | $0.4(0,0.9)$ |
| Kenya | $0.5(0.3,0.8)$ | $0(-0.3,0.2)$ | $1.7(1.4,2)$ | $0.4(0,0.7)$ | $0(-0.3,0.3)$ | $0.5(0,1.1)$ | 0.3 (-0.2, 0.7) | $0.9(0.6,1.3)$ | $0.6(0.2,1)$ |
| Rwanda | $0.3(0.1,0.6)$ | $0.5(0.1,1)$ | -0.3 (-0.5, -0.1) | $0.4(0,0.7)$ | $0.2(0,0.5)$ | 0.3 (-0.2, 0.8) | 0.6 (0.2, 0.9) | $0.2(-0.1,0.5)$ | $1(0.6,1.4)$ |
| Tanzania | $0.7(0.3,1)$ | 0.2 (-0.1, 0.6) | $1.1(0.5,1.7)$ | $0.3(-0.1,0.7)$ | 0.3 (0, 0.6) | $0.5(-0.1,1)$ | $1.1(0.3,1.8)$ | 1.1 (0.7, 1.5) | 0.9 (0.2, 1.5) |
| Malawi | 0.2 (0.1, 0.4) | 0.5 (0.2, 0.9) | $0.4(0.3,0.6)$ | $0(-0.3,0.3)$ | $0(-0.2,0.3)$ | $0.1(-0.4,0.6)$ | $0(-0.4,0.3)$ | 0.6 (0.3, 0.8) | $0.1(-0.2,0.4)$ |

Table 19 (corresponds to Figure 16b): Bayesian estimates of treatment effects, separately for each country.

|  | Estimate (95\% uncertainty interval) |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Outcome | All Sites | Senegal | Mali | Ghana | Nigeria | Ethiopia | Uganda | Kenya | Rwanda | Tanzania | Malawi |
| 1.1 Population below 1.25 USD/day | $0(-.04, .04)$ | . 02 (-.1, .15) | . 09 (.02, .16) | . 02 (-.01, .04) | . 03 (-.08, .14) | . 16 (-.05, .36) | . 08 (-.07, .22) | . 05 (-.05, .14) | -.15 (-.27, -.02) | -. 08 (-.25, .08) | -. 18 (-.26, -. 11 ) |
| 1.2 Poverty gap ratio | -.02 (-.04, .01) | . 01 (-.01, .03) | . 08 (.03, .14) | . 01 (0, .02) | . 02 (-.06, .1) | . 01 (-.11, .12) | . 02 (-.04, .08) | . 03 (-.03, .09) | -. 14 (-.24, -.03) | -. 04 (-.15, .08) | -. 19 (-.25, -.13) |
| 1.1a Asset index | . 41 (.1, .73) | -.59 (-1.69, .51) | -.37 (-1.44, .69) | . $6(-.88,2.08)$ | . 68 (-.74, 2.09) | . 58 (.24, .92) | -. 13 (-1.56, 1.3) | . 09 (-.23, .41) | 1.56 (.72, 2.39) | . 95 (.52, 1.39) | . 77 (.28, 1.26) |
| 8.15a Mobile phone ownership | . $02(-.02, .06)$ | -.02 (-.09, .05) | -. 04 (-.12, .04) | . 16 (.01, .31) | . 12 (.02, .21) | -. 13 (-.27, .01) | -.05 (-.27, .17) | -. 02 (-.11, .07) | . 13 (.01, .25) | -. $02(-.09, .06$ ) | . 07 (.01, .14) |
| a.2 Mineral fertilizer use | . 33 (.28, .38) | . 6 ( $(35, .84$ ) | . 03 (-.23, .29) | . 24 (.02, , 46) | . 03 (-.02, . 08 ) | . 97 (.95, .99) | 0 (0, 0) | . $84(.8, .89)$ | -. 12 (-.22, ..01) | . 63 (.43, .82) | . 05 (-.03, .13) |
| a. 4 Improved seed use | . 21 (.17, .25) | . 72 (.52, .92) | $0(-22, .23)$ | . 14 (-.01, .29) | . 22 (.11, .33) | . 08 (.03, .13) | $0(-.02, .02)$ | . 49 (.39, .6) | $-.08(-.16,-.01)$ | . 3 (.11, .49) | . $24(.19, .3)$ |
| 1.8 Under-5 underweight | -.02 (-.05, .01) | -.03 (-.11, .06) | . 11 (-.03, .24) | . 01 (-.18, .2) | -.05 (-.09, 0) | -.05 (-.17, .07) | . $02(-.07, .1$ ) | -. 1 (-.16, -.03) | -. 11 (-.2, ..01) | -.06 (-.14, .02) | . 06 (-.04, .17) |
| 1.8s Under-5 stunting | -.04 (-.08, 0) | . 02 (-.06, .11) | . 1 (-.02, .22) | -. 19 (-.32, -.05) | -. 09 (-.15, -.04) | -. 08 (-.23, .07) | . 07 (-.09, .22) | -. 13 (-.24, -.02) | -. $2(-.32,-.07$ ) | -.06 (-.16, .04) | . 13 (.04, .23) |
| 1.8w Under-5 wasting | $0(-.02, .02)$ | . 09 (0, .18) | . 07 (-.02, .15) | -.01 (-.05, .04) | -. 03 (-.08, . 01 ) | -.05 (-.15,.05) | -.02 (-.04, 0) | -.03 (-.07, 0) | -.02 (-.06, .02) | -. 02 (-.07, .02) | . 01 (-.02, .04) |
| c. 2 k Under-5 anemia | -.09 (-.14, -.04) | . 15 (.03, .27) | -. 07 (-.22, .08) | -. 07 (-.28, .15) | -. 46 (-.61, -.32) | -.02 (-.14, .1) | -.09 (-.15, -.02) | -.09 (-.3, .12) | -.01 (-.09, .07) | -. 15 (-.32,.01) | -. 11 (-.23, .01) |
| c.2s School-aged anemia | -.03 (-.08, .02) | . 22 (.06, .37) | . 08 (-.12, .27) | -. 05 (-.24, .14) | -. 44 (-.6, -.29) | -. 01 (-.12, .09) | . 04 (-.09, .17) | -.06 (-.26, .14) | -.06 (-.2, .08) | -.06 (-.19, .08) | . 01 (-.15,.18) |
| c. 2 m Men anemia | -.02 (-.08, .04) | -.08 (-.33, .16) | . 26 (.06, .46) | -. 05 (-.3, .19) | -. 39 (-.54, -.24) | 0 (-.07, .08) | . 03 (-.03, .08) | -.03 (-.21,.16) | . 09 (-.17, .35) | . 13 (-.04, .3) | -. 19 (-.36, -. 02 ) |
| c. 2 w Women anemia | -. 07 (-.13, -.02) | . 05 (-.09,.18) | -.05 (-.27, .17) | -. 18 (-.38, .03) | -. 4 (-.56, -.23) | . 15 (.05, .26) | . 08 (-.11, .28) | -. 07 (-.24, .1) | -. 1 (-.23, .04) | -. 22 (-.41, -.03) | -. 01 (-.21, .2) |
| 2.1n Net attendance | . 05 (0, .09) | . 11 (-.11,.33) | -.1 (-.23, .03) | . 1 (0,.21) | . 08 (-.13, .29) | . 2 (.08, .32) | -.09 (-.19, .01) | 0 (-.06, .06) | . 02 (-.04, .08) | . 2 (-.01, .41) | -.05 (-.09, -.02) |
| 2.19 Gross attendance | . $08(-.02, .17)$ | . 31 (-.26, .88) | -.2 (-.37, -.02) | . 08 (-.2, 36) | . 22 (-.1, .53) | . 28 (.04, .52) | -. 05 (-.25, .16) | -.01 (-.25, .24) | -.06 (-.35, .23) | . 3 (.03, .57) | -. $12(-.31, .08)$ |
| 2.2 Primary school completion | . 03 (-.05,.11) | . 06 (-.18, .29) | -. 15 (-.33, .02) | -. 05 (-.15, .04) | . 42 (-.08, .93) | . 08 (-.18, .33) | . 08 (-.16, .31) | -. 14 (-.38,.1) | -.06 (-.31, .19) | . 02 (-.17, .22) | . 04 (-.1, .17) |
| 3.1 Gender parity | . 06 (-.06,.19) | . $02(-.5, .54$ ) | -. 04 (-.25, .17) | . 21 (-.1, .52) | . 76 (.01, 1.51) | -. 21 (-.41, -. 02 ) | . 15 (-.13, .42) | -.04 (-.4, .33) | -.09 (-.53, .36) | -. 16 (-.37, .05) | . 01 (-19, .22) |
| b. 1 Preschool attendance | . 14 (.08, .21) | . 06 (-.11, .24) | . 32 (.21, .44) | . 26 (.01, .5) | . 06 (-.17, .3) | . 11 (.05, .16) | . 05 (-.12, .23) | . 03 (-.22, .29) | . 45 (.23, .67) | . 03 (-.16, .22) | . 05 (-.21, .31) |
| b. 3 Primary school intake | . 09 (.03, .14) | . 14 (.01, .26) | . $04(-.1, .17)$ | . 11 (-.08,.31) | . 03 (-.1, .15) | . $69(.54, .84$ ) | . 01 (-.14,.16) | -.16(-.37, .06) | -. 08 (-.34, .18) | . 18 (-.02, .38) | -. 08 (-.25, .09) |
| 4.1 Under-5 mortality | -23 (-40, -6) | -39 (-99, 22) | $14(-54,82)$ | -43 (-93, 8) | -156 (-205, -106) | -8 (-56, 39) | $-5(-47,38)$ | -23 (-84, 38) | -7 (-51, 37) | $26(-8,59)$ | $11(-45,66)$ |
| 4.2 Infant mortality | -17 (-31, -2) | -33 (-86, 21) | $32(-2,67)$ | -44 (-100, 11) | -99 (-135, -63) | $9(-27,45)$ | -17 (-61, 27) | -29 (-93, 36) | -32 (-58, -6) | 27 (-6, 61) | $20(-33,73)$ |
| 4.3 Measles immunization | . 12 (.05,.19) | . 02 (-.15, .19) | . 12 (-.1, .33) | -.06 (-.36, .23) | . 75 (.59, .91) | . 05 (-.17, .28) | -. 12 (-.4, .15) | -. 04 (-.34, .27) | . 05 (-.17, .28) | . 34 (.09, .6) | . $04(-.08, .16)$ |
| c. 1 Exclusive breastfeeding | . 23 (.15, .32) | . 37 (.1, .64) | . 04 (-.14, .22) | . 38 (.1, .67) | . 44 (.21, .67) | . $04(-.38, .46)$ | . 11 (-.17,.39) | . 46 (.38, .54) | -.08 (-.31, .16) | . 45 (.22, .68) | . $12(-.12, .36)$ |
| 5.2 Skilled birth attendance | . 22 (.16, .27) | . 13 (.02, .23) | . 21 (-.07, .49) | . 22 (0, .43) | . 66 (.54, .78) | . 2 (.07, .33) | . 16 (-.07,.39) | . 1 (-.12,.32) | . 05 (-.01, .11) | . 4 (.2, .6) | . 03 (-.04, .1) |
| 5.3(A) Any contraceptive use | . 14 (.09, .19) | . 03 (-.1, .17) | . 2 (.04, .37) | . 15 (.02, .27) | . 73 (.63, .83) | . 22 (.12, .32) | . 14 (-.04,.31) | $0(-.12, .12)$ | -. 11 (-.37, .14) | . 11 (-.15, .37) | -.07 (-.18, .04) |
| 5.3(M) Modern contraceptive use | . 16 (.11, .21) | . 07 (-.07, .21) | . 18 (.04, .32) | . 17 (.02, .31) | . 7 (.6, .81) | . 19 (.08, .29) | . 16 (-.02, .34) | . 01 (-.11, .13) | . 02 (-.18, .22) | . $1(-.15, .35$ ) | -.02 (-.17, .12) |
| 5.5(1) Skilled antenatal care visit | . 12 (.08, .16) | . $01(-.01, .02)$ | . 11 (0, .22) | . $1(-.04, .23$ ) | . 47 (.28, .66) | . 2 (.05, .34) | -. 06 (-.13, .02) | . 04 (-.06, .14) | . 16 (.05, .27) | . 14 (-.08, .37) | . 01 (-.03, .04) |
| 5.5(4) Four antenatal care visits | . 22 (.16, .27) | . 2 (.02, .37) | . 25 (.06, .45) | . 07 (-.11, .24) | . 63 (.45, .81) | . 03 (-.12, .19) | . 14 (.04, .25) | . $2(-.04, .44)$ | . 17 (-.02, .35) | . $54(.34, .74$ ) | -. $07(-.28, .15$ ) |
| 6.1p Pregnant HIV testing | . 28 (.23, .32) | . 23 (.05, .4) | . 43 (.23, .63) | . 01 (-.19, .2) | . 7 (.52, .88) | . 99 (.98, 1) | . 05 (-.05, .15) | . 09 (0, .18) | . 05 (.01, .1) | . 17 (-.05, .39) | . 04 (0, .08) |
| 6.3 AIDS knowledge | . $16(.14, .19)$ | -. 17 (-.23, -.1) | . 03 (-.01, .07) | -.02 (-.06, .03) | . 68 (.6, .76) | . $84(.71, .98$ ) | -. 06 (-.14, .02) | . 13 (.08, .18) | -.04 (-1, . 02 ) | . 16 (.12, .21) | . 07 (-.02, .16) |
| 6.6k Under-5 malaria | -. 15 (-.19, -.1) | 0 (0, 0) | -. 18 (-.32, -.04) | -. 12 (-.39, .14) | -. 44 (-.57, -.32) | $0(-.02, .02)$ | -.04 (-.07, -.01) | -. 26 (-.48, -.04) | -.09 (-.19, 0) | -. 21 (-.39, -.03) | -. 11 (-.3, .09) |
| 6.6s School-aged malaria | -. 15 (-.2, -. 1 ) | . $02(-.02, .06)$ | -.04 (-.26, .19) | . 03 (-.18, .24) | -. 67 (-.79, -.55) | -.01 (-.03, .01) | -.04 (-.08, -.01) | -. $22(-.49, .04)$ | -. 12 (-.22, -.03 | -. $33(-.49,-.17)$ | -. $1(-.31, .11$ ) |
| 6.6w Women malaria | -.09 (-.14, -.05) | $0(0,0)$ | . 07 (-.19, .32) | -. 05 (-.29, .18) | -.36 (-.52, -.19) | . 03 (-.03, .08) | -.06 (-.11, -.01) | -. $18(-.36,0)$ | -.05 (-.09, 0) | -. 24 (-.36, -. 12 ) | -.08 (-.17, 0) |
| 6.6m Men malaria | -. 14 (-.19, -.09) | $0(0,0)$ | -. 18 (-.37, .01) | $0(-.17, .17)$ | -. 43 (-.62, -.25) | -. 01 (-.06, .04) | -.03 (-.08, .03) | -. 27 (-.47, -.08) | -.07 (-.14, -. 01 ) | -. 28 (-.44, -.12) | -. 13 (-.37, .11) |
| 6.7 Under-5 bednet use | . 21 (.16, .26) | . 32 (.15, .49) | -. 07 (-.18, .05) | $0(-.23,23)$ | . 17 (.04, .31) | . 59 (.43, .76) | . 07 (-.09, .23) | . 29 (.15, .42) | . $04(-.05, .13)$ | . 38 (.12, .65) | . 27 (.15, .39) |
| 6.7p Pregnant bednet use | . 2 (.09, .31) | . 43 (.14, .72) | -.01 (-.27, .25) | . $04(-.33, .4)$ | . 2 (-.04, .45) | . 41 (.21, .6) | -. 16 (-.53, .2) | . 3 (-.35, .95) | -. 19 (-.44, .05) | . 56 (.29, .83) | . 42 (.06, .78) |
| 6.7h Bednet ownership | . 25 (.22, .29) | . 2 (.08, .31) | $0(-.05, .04)$ | . 25 (.16, .35) | . 12 (.09, .15) | . 9 (.84, .96) | . 03 (-.01, .07) | . 33 (.17, .48) | -.02 (-.06, .03) | . 4 (.18, .62) | . 33 (.19, .46) |
| 6.7 n Bednet correct use | . 11 (.06, .15) | -. $01(-.12, .1$ ) | -. 07 (-.15, .02) | . $2(.07, .33)$ | . 22 (.11, .34) | . 21 (-.1, , 52) | -. 05 (-.14, .04) | . 14 (.05, .23) | . 11 (.01, .22) | . 23 (.13, .34) | . 06 (-.03, .16) |
| 7.8.8 Improved water | . $12(.04, .19)$ | -.21 (-.37, -.04) | -. 24 (-.35, -.13) | . $02(-.1, .13)$ | . 31 (.13, .48) | . 27 (.01, .53) | . 08 (-.3, .47) | . 35 (.12, .59) | . 28 (-.05, .61) | . 3 (-.05, .66) | . 01 (-.04, .06) |
| 7.9 Improved sanitation | . 21 (.16, .26) | -.06 (-.3, .17) | . 13 (.06, .21) | . 19 (.06, .32) | . 13 (.01, .24) | . 64 (.47, .8) | . 19 (.07, .3) | . 03 (-.09, .15) | . 43 (.31, .54) | . 37 (.12, .63) | . 05 (-.07, .16) |

Table 20 (corresponds to Figures 17-24): classical estimates of treatment effects with $95 \%$ intervals of uncertainty for each outcome and country, presented on the raw scale of the data (rather than in standard deviations). Most outcomes are proportions and so have possible impacts ranging from -1 to 1. Exceptions are: the asset index, the first principal component of a and under-five mortality rates, deaths per 1000 live births.


[^0]Tables 22 and 23 include estimation of change from 2010 to 2015 and $95 \%$ intervals of uncertainty, averaged across countries. As described, outcomes were standardized, reoriented, and subsequently averaged into outcome indices. Thus, results are on the scale of outcome standard deviations.

| Category | Outcome | Estimate (95\% uncertainty interval) |
| :---: | :---: | :---: |
| Poverty | 1.1 Population below 1.25 USD/day | 0.3 (0.2, 0.4) |
|  | 1.2 Poverty gap ratio | $0.4(0.2,0.5)$ |
|  | 1.1a Asset index | $2(1.8,2.1)$ |
|  | 8.15a Mobile phone ownership | 0.8 (0.7, 1) |
|  | Poverty index | $0.9(0.8,1)$ |
| Agriculture | a. 2 Mineral fertilizer use | $0.1(0,0.2)$ |
|  | a. 4 Improved seed use | 0.3 (0.2, 0.4) |
|  | Agriculture index | $0.2(0.1,0.3)$ |
| Nutrition | 1.8 Under-5 underweight | 0.3 (0.1, 0.6) |
|  | 1.8s Under-5 stunting | $0.8(0.6,1)$ |
|  | 1.8w Under-5 wasting | $0.3(0,0.6)$ |
|  | Nutrition index | $0.5(0.3,0.7)$ |
| Education | 2.1n Net attendance | $0.2(0.1,0.4)$ |
|  | 2.1 g Gross attendance | $0.5(0.3,0.6)$ |
|  | 2.2 Primary school completion | 0.3 (0, 0.6) |
|  | 3.1 Gender parity | $0(-0.1,0.2)$ |
|  | b. 1 Preschool attendance | 0.5 (0.3, 0.7) |
|  | b. 3 Primary school intake | $0.3(0.1,0.5)$ |
|  | Education index | $0.3(0.2,0.4)$ |
| Child health | 4.1 Under-5 mortality | 0.5 (0.2, 0.7) |
|  | 4.2 Infant mortality | $0.5(0.2,0.8)$ |
|  | 4.3 Measles immunization | 0.4 (0.2, 0.7) |
|  | c. 1 Exclusive breastfeeding | $0.7(0.5,1)$ |
|  | Child health index | $0.5(0.3,0.7)$ |
| Maternal health | 5.2 Skilled birth attendance | $1(0.8,1.2)$ |
|  | 5.3(A) Any contraceptive use | $0.8(0.6,1)$ |
|  | 5.3(M) Modern contraceptive use | $0.7(0.5,0.9)$ |
|  | 5.5(1) Skilled antenatal care visit | 0.4 (0.2, 0.6) |
|  | 5.5(4) Four antenatal care visits | $1(0.8,1.2)$ |
|  | Maternal health index | $0.8(0.7,0.9)$ |
| HIV and malaria | 6.1p Pregnant HIV testing | 0.6 (0.5, 0.8) |
|  | 6.3 AIDS knowledge | $0.4(0.3,0.5)$ |
|  | 6.7 Under-5 bednet use | $0.5(0.3,0.7)$ |
|  | 6.7p Pregnant bednet use | $0.2(0,0.5)$ |
|  | 6.7h Bednet ownership | $0.2(0.2,0.3)$ |
|  | 6.7 n Bednet correct use | $0.4(0.2,0.6)$ |
|  | HIV and malaria index | $0.4(0.3,0.5)$ |
| Water and sanitation | 7.8 Improved water | 0 (-0.2, 0.2) |
|  | 7.9 Improved sanitation | $0.9(0.8,1)$ |
|  | Water and sanitation index | $0.4(0.3,0.6)$ |
|  | Overall index | $0.5(0.4,0.5)$ |

Table 22 (corresponds to Figure 25a): estimation of change from 2010 to 2015 for individual outcomes and indices, classical results.

| Outcome index | Estimate $(95 \%$ uncertainty interval $)$ |
| :--- | :--- |
| Poverty index | $0.9(0.8,1)$ |
| Agriculture index | $0.2(0.1,0.3)$ |
| Nutrition index | $0.5(0.3,0.7)$ |
| Education index | $0.3(0.2,0.4)$ |
| Child health index | $0.5(0.3,0.7)$ |
| Maternal health index | $0.8(0.7,0.9)$ |
| HIV and malaria index | $0.4(0.3,0.5)$ |
| Water and sanitation index | $0.4(0.3,0.6)$ |
| Overall index | $0.5(0.4,0.5)$ |

Table 23 (corresponds to Figure 25b): estimation of change from 2010 to 2015 for outcome indices, classical results.
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[^0]:    Table 21 (does not correspond to any figures directly): classical estimates of MV and comparison outcomes in 2010 with $95 \%$ intervals of uncertainty for each outcome and country, presented on the raw scale of the data (rather than in standard deviations). Most outcomes are proportions and so range from 0 to 1 . Exceptions are: the asset index, the first principal component of a list of assets; [9, [10] gross attendance, the ratio of total attendants in primary school to those of primary school age; gender parity, the ratio of girl to boy gross attendance ratios; and infant and under-five mortality rates, deaths per 1000 live births.

