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Incumbency advantage is one of the most widely studied features in American legislative elections. In this article we construct and imple-
ment an estimate that allows incumbency advantage to vary between individual incumbents. This model predicts that open-seat elections
will be less variable than those with incumbents running, an observed empirical pattern that is not explained by previous models. We apply
our method to the U.S. House of Representatives in the twentieth century. Our estimate of the overall pattern of incumbency advantage
over time is similar to previous estimates (although slightly lower), and we also find a pattern of increasing variation. More generally, our
multilevel model represents a new method for estimating effects in before—after studies.
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1. INTRODUCTION

Incumbency advantage is one of the most widely studied
features in American legislative elections (see Erikson 1971;
Payne 1980; Alford and Hibbing 1981; Alford and Brady 1988;
King and Gelman 1991; Cox and Morgenstern 1993; Cox and
Katz 1996; Levitt and Wolfram 1997; Jacobson 2000; Campbell
2002; Ansolabehere and Snyder 2002a,b). Our goal in this arti-
cle is to estimate incumbency advantage in a framework that al-
lows for candidate effects. We seek to do so in the most general
manner possible, using only data from two consecutive elec-
tions in each legislative district without additional information
on the candidates or districts. (By analyzing pairs of elections,
we minimize the difficulties that arise with missing data and
decennial redistrictings.) Our analysis introduces a new form of
multilevel model appropriate for observational studies or exper-
iments based on time series or before—after data—in this case,
two successive elections, with the intervening treatment being
the decision of whether or not the incumbent runs for reelection.

Our method and results are similar to existing regression esti-
mates but are more general in that we allow the incumbency ad-
vantage to vary between incumbents. We achieve this by setting
up a multilevel model with three variance components: district-
level baseline, candidate-level incumbency advantage, and vari-
ation across elections within a district. We check model fit (and
demonstrate the flaws of some previous models) by compar-
ing data with simulations of replicated data under the assumed
model.

We apply our method to the U.S. House of Representatives
in the twentieth century to obtain an estimate of the average
incumbency advantage and its variation for each election year.
We find that the variation has increased along with the mean
level in the second half of the century.

2. REGRESSION-BASED ESTIMATES OF
INCUMBENCY ADVANTAGE

In this section we review the advantages and disadvantages of
regression models for incumbency effects. We then present our
preferred model in Section 3 and fit it to congressional elections
in Section 4.
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2.1 Background and Interpretation as
an Observational Study

The advantages of using regression models to estimate in-
cumbency advantage can be seen by comparing them to some
simpler approaches. Most directly, we can compute the propor-
tion of incumbents who win reelection; for example, Figure 1
shows the reelection rate for the U.S. House of Representatives
for each election year in the twentieth century. This is not a
good estimate of incumbency advantage, however, because it
does not account for the fact that a high reelection rate could
occur in the absence of incumbency effects, simply due to vari-
ation among districts. In a highly conservative district, for ex-
ample, no incumbency advantage is needed to explain that a
Republican is likely to be reelected.

Regression methods estimate incumbency advantage by
comparing districts with incumbents running to open seats, con-
trolling for district-level measures of partisan strength. Gelman
and King (1990) showed that the simple measures of “sopho-
more surge” and “retirement slump” are biased estimates of
incumbency effects, but that the information used in these mea-
sures can be put in a regression framework to create unbiased
estimates. Their model can be written in terms of v;;, the two-
party vote share for the Democratic candidate (say), in district
i in election ¢,

vir = Bo + Brvi—1 + B2 Piy + ¥ Iir + €51, (D

where P;; represents the incumbent party and [;; represents the
incumbent candidate (if any),

1 if the legislator in district i
at time ¢ is a Democrat

—1 if the legislator in district i
at time ¢ is a Republican

1 if a Democrat is running for reelection
/ in district i at time ¢
10 if the incumbent is not running for reelection

—1 if a Republican is running for reelection.

Party is included as well as incumbency, so that i captures the
effect of the incumbent candidate, after controlling for party.
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Figure 1. Reelection rate for incumbents in the U.S. House of Rep-
resentatives over time. We cannot use this as a measure of incumbency

advantage, because strongly partisan districts are likely to reelect the
incumbent party regardless of the candidate.

The coefficients in (1) can be estimated separately for each
general election ¢, and ¢ is the estimate of incumbency ad-
vantage at time f. The other term in the model adjusts for
differences among districts. An alternative would be to con-
trol in the regression for some measure of baseline or “normal
vote” in district i (see Ansolabehere and Snyder 2002a), for ex-
ample, the Democratic share of the vote in the district in the
previous presidential or gubernatorial election. This could im-
prove the estimate slightly but would not change its fundamen-
tal form and motivation—a regression-adjusted comparison be-
tween districts with different incumbency status.

Estimates of incumbency advantage can be seen as observa-
tional studies (see, e.g., Achen 1986), in which the “treatment”
is the decision of whether to run a new candidate. Thus incum-
bents are “controls,” and the open seats are “treated” units. This
terminology makes sense because the districts with incumbents
running are unchanged, while a big intervention is performed
in the open seats. Because we are studying general and not pri-
mary elections, we view the party, not the individual candidate,
as the decision maker. We emphasize this in our notation by
defining the treatment indicator, 7Tj;, the decision of the incum-
bent party of whether or not to apply the treatment and run a
new candidate:

0 if the incumbent legislator is running
T = in the general election in district i at time ¢

1 if the incumbent is not running for reelection.

Thus I;; = (1 — Tj;) P;;. In any given district, P;; is determined
by the outcome of the previous election (except in unusual
cases, P;; = 1if v; ;,—1 > .5), and the “incumbency advantage”
is the effect of 7;; = 0 compared with 1. Then regression (1)
becomes

vir = Bo + Brvi—1 + B2 Pis + B3Tir — ¥ Pis Ty + €ir, (2)

after adding a main effect for 7;; (which represents a difference
between the incumbency effects for the two parties) to complete
the model. The average effect of incumbency is represented by
the parameter ¢ (coded with a negative sign, because we are
considering incumbency as the control condition and open seats
as the treatment). In our model the main effect for incumbency
appears as an interaction (the coefficient for P;;T;;), whereas
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Figure 2. Estimated incumbency advantage over time (with 95%
posterior intervals), from regression model (2) that assumes a constant
incumbency effect for all districts in any election year, following Gel-
man and King (1990). These can be compared to the estimates dis-
played in Figures 9 and 10 for our new model that allows incumbency
advantage to vary across districts.

the interaction of incumbency and party appears as a main effect
for T;;. (If we were to reparameterize in terms of the vote for
the incumbent party, then i would appear as a main effect and
B3 as an interaction.)

Figure 2 displays the estimates of ¥ from model (2) for each
congressional election between 1900 and 2000, excluding years
ending in 2 (for which there was redistricting between elections
t — 1 and ).

The variable 7 has many of the characteristics of a treat-
ment in a randomized experiment in that in any given election
year (except those after a redistricting), the open seats appear
to be distributed roughly at random. For example, contrary to
what might be expected, there is no correlation between mar-
gin of vote and probability of running for reelection in the U.S.
House (see Gelman and King 1990, footnote 6). Ansolabehere
and Snyder (2002b) studied the issue more thoroughly in the
context of strategic retirements and came to the same conclu-
sion, that there is no evidence that open seats generally repre-
sent vulnerability of incumbents.

2.2 A Problem With Regression-Based Estimates

The estimates of incumbency advantage i in Figure 2 are
reasonable, but the underlying model (2) does not quite fit elec-
toral data. Figure 3 illustrates with the data that would be used
to estimate the incumbency advantage for the 1988 congres-
sional elections. When plotted on this graph, the regression
model would be represented by parallel lines for incumbents
and open seats, with the spacing between the lines representing
the incumbency effect ¥. The actual data for the incumbents
and the open seats are far from parallel, however.

We can study this problem more systematically by adding an
interaction term to (2), splitting the coefficient 81 for the lagged
vote into two parts, 81, for incumbents and S, for open seats,

vir = Bo + Bravi,i—1Tir + Brpvi—1(1 — Tiy) + B2 Piy
+ BT — ¥ Py Tir + €. (3)

We estimate this model for the congresses of the twentieth cen-
tury and display the estimated slopes 1, and B1, in Figure 4.
For the second half of the century, the slope for the lagged vote
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Figure 3. Graph illustrating a problem with the regression model
(2). Scatterplot of the Democratic share of the two-party vote for
Congress in 1986 and 1988, with each symbol representing a Con-
gressional district. Dots represent districts with incumbents running
in 1988, and circles represent open seats in 1988. It is clear that the
regression line for the dots is much steeper than that for the circles.

is usually higher for incumbents than for open seats. The pat-
tern is not consistent every year, because only a small fractions
of the districts each year are open, and so the slopes for the
open-seat elections are estimated imprecisely.

At this point, we could simply fit the interaction model (3)
and say that the incumbency advantage is ¥ + (B14 — B2a) Vi 1—1,
which depends on the lagged vote v; ;. But we dislike this in-
terpretation, because this interaction seems entirely motivated
by the need to fit a pattern in data, with no direct political inter-
pretation. Fortunately, we can rewrite the interaction model in a
more useful and interpretable way, as we discuss next.

2.3 Reformulation of the Interaction as
a Variance Component

Why, in the scatterplot in Figure 3, do open seats have a
flatter slope compared with those that are contested by incum-
bents? This can be understood in terms of the interpretation of
incumbency as a control condition and open seats as a major in-
tervention. It makes sense that the “before” measure is less pre-
dictive of the “after” measure when there has been a disruptive

1.2

1.0

1

Coefficients for lagged vote

02 04 06 08

1

T T T T T

1900 1920 1940 1960 1980
Year

2000

Figure 4. Coefficients for lagged vote in the regression model (3),
estimated separately for elections with incumbents ( ) and open
seats ( ). The coefficients are consistently different for the two
kinds of district elections, indicating a problem with the simpler model
(2) that included no interaction.
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treatment in between. To put it another way, the previous elec-
tion is highly predictive of the current election when the same
candidate is running but less so when the incumbent has been
removed. From this perspective, it is no surprise that the coeffi-
cient for lagged vote is close to 1 for incumbents and typically
lower for open seats. As Figure 4 shows, this pattern has gen-
erally held in congressional elections since the 1960s, when, as
all scholars agree, incumbency advantage became substantial.

We would like to interpret difference between the two slopes
in (3) as not an effect of incumbency but rather as a consequence
of variation in its effects. If the advantages of incumbency vary
among politicians, then the effect of removing an incumbent
will be to remove a source of variation that is present in both
the lagged and current votes, and the predictive power of lagged
vote in that district will be reduced (an example of “regression
to the mean”). What is of fundamental importance is the vari-
ation in incumbency effects, not the effect of this variation on
the lagged regression coefficient.

3. MULTILEVEL MODEL OF
INCUMBENCY ADVANTAGE

3.1 The Model

We set up a model that allows incumbents to have their own
individual incumbency advantages and estimate the model, as
before, using data from two consecutive elections. This time,
we set up the full likelihood based on the data from both elec-
tions,

fort=1,2, vi;=.5+68+a; +¢islis +e€ir. €]

The parameters in the model are defined as follows:

e §; is the national vote (or, for an analysis of state legisla-
tures, the state vote) at each time ¢, relative to a 50/50 split.
We need §; in the model to correct for national swings; the
centering relative to .5 is purely for convenience.

e «; is the baseline for district i (relative to the national av-
erage); we assign it a normal population distribution with
mean 0 and standard deviation oy .

e ¢;; is the incumbency advantage in district i at time #; we
assign it a normal population distribution with mean
and standard deviation o. Thus ¥ is the average incum-
bency advantage and carries over its interpretation from
the lagged regression model (2).

e The key feature of the model is its candidate-level incum-
bency effects. We code these by restricting ¢;» = ¢;1 for
districts i in which the same incumbent is running for re-
election in both years. If this is not the case (typically be-
cause the first incumbent lost in election 1), then ¢;; and
¢i» are modeled as independent draws from the popula-
tion distribution of incumbency effects. We assume that
all personal candidate effects are contained in ¢, and we
do not model variation in strength among challengers or
open-seat candidates (except implicitly as included in the
error term €).

e The €;;’s are independent error terms assumed to be nor-
mally distributed with mean 0 and standard deviation o.
We can model the error terms ¢;; and €;2 as indepen-
dent because any dependence that would have occurred
between them is captured by the district-level variable «;.
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If we were analyzing three or more election years simulta-
neously, then we would need to explicitly model autocor-
relation in the €;;’s.

Although the vote proportions v;; are constrained to fall be-
tween 0 and 1, the untransformed linear model (4) is reasonable
because the actual data from contested elections almost all fall
between .2 and .8 (see, e.g., Fig. 3). A related issue is that the
proportion of potential voters who can switch parties between
the two elections depends on the vote at time 1 (see Krashin-
sky and Milne 1993; Ansolabehere, Snyder, and Stewart 2000),
suggesting potential nonlinearity at the extremes of the model.
Another potential concern is heteroscedasticity, because voter
turnout in Congressional elections varies across districts and
over time. A study of residuals found no strong connection be-
tween residual variance and number of voters, which is con-
sistent with other studies of elections (see Gelman, King, and
Boscardin 1998; Mulligan and Hunter 2001).

In estimating the model, we are interested primarily in the
individual incumbency effects, ¢;;, their mean, i, and their
standard deviation, o4. The Bayesian approach allows infer-
ence for these parameters simultaneously with the district-level
parameters. We indicate the complete vector of parameters by
0 =(,0a,¢,V¥,0q4,04,0c); the posterior distribution is then
p@lv, I) o p(v|1,0)p@)p(I16). We describe each of these
three factors here and then describe estimation of the parame-
ters in Section 3.2.

The Likelihood. Equation (4) implies the following likeli-
hood for the election data:

n 2
pIL0) =[] [Nil.5+8 + i + ¢islis, 02,
i=l1=1
using the N(:|-, -) notation for the normal density function (as
in Gelman, Carlin, Stern, and Rubin 1995).

The Prior Distribution. The models for the district-level
baselines and the candidate-specific incumbency effects are

plaloy) = [N(@i0,0)
i=1

and

p@lv,op) =] [N@i1lv, o) [ N@ialv, o).

i=1 i: Iij1lp=—1

This second factor in p(¢|y, 0y) counts only the districts in
which incumbency status flipped between the two elections. It
is necessary to define separate incumbency effects for the two
consecutive elections in these districts.

‘We next assign noninformative hyperprior distributions to the
remaining parameters,

p(, V¥, 0q4,0p,0¢) X 1.

In practice, this is equivalent to assigning broad but proper dis-
tributions, such as uniform on [—1, 1] for § and ¢ and uniform
on [0, 1] for oy, 04, and o¢. In contrast, noninformative uni-
form prior densities on logoy, logoy, and logo. would lead
to improper posterior densities (see, e.g., Gelman et al. 1995;
Hobert and Casella 1996).
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The Information Provided by the Incumbent Party Indica-
tors. 'The model is nearly complete, but we must still include
p(116), the information supplied by the incumbency indicators
li; = (1 — T;;) P;;. We follow previous researchers in ignoring
any potential information in the treatment decision Tj,; this is a
reasonable choice given that there is no observed correlation be-
tween the decision to run for reelection and the previous year’s
election outcome.

The incumbent party indicators are another matter. P;y pro-
vides no additional information in our model, because Py =1
if and only if v;; > .5 (excluding very rare events, such as spe-
cial elections following death in office). However, P;; provides
information about v;o—the previous election result, which is
not included in our model—and thus, indirectly, about the base-
line ¢;. If P;; = +1, then «; is likely to be positive, and if
P;1 = —1, then «; is likely to be negative. [Recall that in (4),
the baseline is defined relative to .5.] The information in P;q
comes into the likelihood as the probability of the observed P;y
given «;. For convenience, we use the notation

wp () =Pr(P;1 = 1la;) = Pr(vio > .5la;).

The factor in the likelihood arising from the observable I;1’s
comprises factors of mp(«;) for the districts with /;1 = 1 and
(1—mp(;)), where I;1 = —1. We determine these probabilities
recursively as follows.

From the model (4), we can write

0  ifLp=0
Ui0=-5+50+0ti+6i0+{¢>i0 if lip=1
—¢io if ljp=—1.

The distribution of v;q is then a mixture of three normals,
N(.5+ 80+ a;,02)
with probability 7,
N(.5 480+ i + ¥, 02 + ;)
with probability (1 — w7;)mp (o)
N5+ 80+ — ¢, 062 +O£)
with probability (1 — 77:)(1 — wp(e;)),

&)

vio ~

where w7, = Pr(T;; = 1), the probability that a district will have
an open seat. In setting up the second and third of these normal
distributions, we have assigned the candidate-specific incum-
bency effect the N(, crd%) distribution from the model, ignor-
ing any information present in ¢;1. This simplification allows us
calculate the probabilities 7 p (o) in closed form. (Another op-
tion would be to simply include the data v;o from the previous
election, but this would simply push the problem back one step,
because we would need to model P;p given v; —;. In addition,
including v;p would restrict the applicability of the method,
because then data from three consecutive elections would be
needed to fit the model.)

‘We now can determine the probabilities 7 p («;) from the nor-
mal distributions in (5):

wp(a;) = Pr(vio > .5)

8 .
:7'[th>( O+al)
O¢

+1 - ﬂTt)ﬂP(ai)‘l)(

S0 + o +W)

[o2+ 0,
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Figure 5. T, the proportion of open seats in each congressional
election in the twentieth century. The patterns are similar when con-
sidering Democrats and Republicans separately. The dotted line shows
a smoothed estimate that we used as an estimate of 77, in computing
(6). The smoothing was done using lowess (Cleveland 1979).

b (=)l — ﬂp(%))¢(w),

/062+a¢%

where @ is the normal cumulative distribution function. We can
solve for wp (a;) by

8o + o 8o — o
wp(oy) = (ﬂTzQ(O:—a> +0 - 7TT:)¢<L+Z[))
€ /03+U¢
/(1_(1_,m)q,<w>
[o2 + o}

+a —nT,)<b<w)). ©)

Jo2+ag

To compute (6) as a function of «;, we need o, and oy, which
are part of our model, and 77; and 8y, which must be com-
puted externally. We estimate 7, by the historical proportion
of open seats (see, e.g., Fig. 5 for congressional elections) and
8o by vg — .5, the nationwide average Democratic vote in elec-
tion 0, relative to .5. The average vote, vy, is the only informa-
tion about election O that we use in our analysis. (In the rare
scenario in which vy were unavailable, we would simply use v
as an estimate, correcting as best as possible for any national
or statewide swings between elections 0 and 1.) We require
district-level data only for the two consecutive elections that
we have labeled 1 and 2.

The Complete Posterior Distribution. Finally, the joint pos-
terior density is proportional to the product of all of the forego-
ing pieces,

n 2
p@lv, I) H(HN(vm.s + 8 + i + i it 03>>

i=1 \r=1

x N(i10, 65)N(¢i1 [, 05)

<[] N@alv.op) [] 7r@)

i:lj1ljp=—1 i:lj1=1
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< [T a=mp@. ™)

i:1[|:—1
3.2 Implementation

Given district-level data v, I from any pair of consecutive
elections, we fit the model (4) using the Gibbs sampler and
Metropolis algorithm, applied to the density function (7). We
set up the computation in two steps. First, if we ignore the last
two terms—those involving mp(o;)—then the density (7) is a
normal linear multilevel model, and all of its parameters can be
updated using the Gibbs sampler. The linear parameters §, o,
¢, and v have a joint normal conditional distribution, and the
variance parameters 05, og, and 03 have independent inverse
chi-squared distributions. The Gibbs sampler thus alternates be-
tween these two blocks of parameters.

The Gibbs sampler can be slow if parameters are highly cor-
related (see Gilks, Richardson, and Spiegelhalter 1996), and so
we alter the algorithm in two ways to improve the speed of con-
vergence. First, we run the Gibbs sampler for a short time to
obtain a preliminary estimate of the variance components and
then use them to approximate the posterior covariance matrix
of the linear parameters §, «, ¢, and ¥ conditional on this es-
timate. We use this approximate covariance matrix to rotate the
space of the linear parameters and perform subsequent Gibbs
updates on the approximately independent components of this
rotated space. Our second improvement is to apply parameter
expansion to the scales of the coefficients and the variance pa-
rameters, as described by van Dyk and Meng (2001).

However, the Gibbs sampler is just an approximation because
it ignores the information in the incumbency indicators I;1. We
include this part of the posterior density by adding, after each
full step of the Gibbs sampler, a Metropolis accept/reject step,
as follows. Suppose that the parameter vector at the previous
step was 0%, which had been altered to a “candidate value” 6*
once all of the parameters had been updated. Under the Gibbs
sampler, we would just set the new iteration value #*+! to the
candidate, 6*. With the Metropolis step, we compute the ratio

PO, 1)/g@"|v. D)
p©%v, 1)/ |v, 1)’
where p is defined in (7) and g is that same expression but
omitting the factors of wp(«;) and (1 —wp(;)); thatis, g is the
approximate distribution used in the Gibbs sampler updating.
The next iteration of 6 is then set to either the candidate value
or its value at the previous step,

s+1_ [ 6%
6° _{95

with probability min(r, 1)

otherwise.

If this step always rejects, then the approximation that led to
6* is very poor indeed; the acceptance rate is high when the
approximation is close to the full model. In the Congressional
elections analyses, the acceptance rate of this step ranges from
about 50-80%, meaning that the approximation is reasonably
close.

The full algorithm, including the improvements to the Gibbs
sampler mentioned earlier, converges quickly. For example, a
typical pair of congressional elections will have about 700 data
points v;; (350 contested elections in each of 2 years) and about
800 parameters («; and ¢;1 for all districts, ¢;> for all districts
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where I;11;, = —1, and 81, 82, ¥, 0c, 0y, and o). Four chains
reached approximate convergence [i.e., the Gelman and Rubin
(1992) convergence diagnostic VR was <1.2] after 4,000 iter-
ations (keeping the last 2,000 iterations of each chain), taking 4
minutes on a PC to fit the model. Computations were performed
in the statistical language S—PLUS, using the apply function
to avoid internal looping.

Once our simulations have converged, we summarize our in-
ferences by posterior medians and interval estimates such as
95% confidence intervals computed from the 2.5% and 97.5%
points of the simulations. We illustrate this in Section 4 for the
congressional elections analysis.

In fitting our model to pairs of elections, we exclude districts
that are uncontested in either election. An alternative would be
to model the uncontested elections as missing data, but we avoid
the additional complexity that this would bring to our model.
Gelman and King (1990) and Ansolabehere and Snyder (2002b)
estimated the selection of contested elections to reduce the es-
timated effect of incumbency by no more than 1%. In addition,
we exclude elections after redistricting (i.e., years ending in 2);
analyzing these pairs would require additional information on
which districts were redrawn, as was provided by Ansolabehere
et al. (2000).

3.3 Model Checking

After fitting an elaborate model, it is important to check its fit
to data. We do this by simulating replicated data sets conditional
on the estimated model parameters and comparing these with
the observed data. Systematic discrepancies between data and
simulations represent aspects of the data that are not captured
by the model (Gelman, Meng, and Stern 1996).

We illustrate this predictive model checking for the 1986—
1988 data displayed in Figure 3, fitted by three models: the
simple regression (2), the multilevel model (4) fit by the Gibbs
sampler ignoring the information provided by I;; [i.e., ignor-
ing the factors of wp and (1 — 7p) in the posterior density (7)],
and the multilevel model (4) fit correctly using the full posterior
density.

We start with the simple regression model (2) of Gelman
and King (1990). As discussed in Section 2.2, election data
display an interaction with incumbency that is not captured
in this model. Figure 6 shows replicated data from the model,
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which do not capture the systematic differences between open-
seat and incumbent-contested elections. Plots for other election
years are similar.

We next consider the multilevel model as fitted by the Gibbs
sampler, ignoring the information provided by [;;. This mis-
taken model is interesting to study for two reasons. First, it was
our first try at fitting model (4); we constructed the posterior
density too hastily, ignoring those factors with wp and (1 —7p).
It is instructive to see whether a model check would catch this
omission. Second, all realistic models in the social sciences ig-
nore some potentially relevant information—regressions have
omitted variables, predictive relationships are not exactly lin-
ear, error distributions are not truly normal, and so forth. Thus
it is important to determine whether this particular simplifica-
tion (whether intentional or unintentional) affects the model’s
ability to fit the data.

Figure 7 shows several data sets replicated from the incor-
rectly fit (4) that ignores the information in 7;;. Each simula-
tion is created by taking a random draw of the parameters in
the model from one of the Gibbs sampler iterations and then,
for each district i, sampling new error terms €;; to create new
data v;1 and v;». The two election outcomes must be simulated
in sequence because v;| affects Pj», which in turn affects the
predicted value of v;5.

Compared with the real data in Figure 3, the replications
in Figure 7 look wrong, with the dots having too low a
correlation—an overly puffy appearance. It is good that we
looked at these plots, because by doing so we found a seri-
ous misfit in our context: By not using the information about «;
derived from knowing the current incumbency status, the model
that ignores the information in /;; ends up attributing too much
of the variation in the votes v; to incumbency effects and not
enough to variation in the baseline «; .

The erroneous model would cause us to drastically overesti-
mate incumbency advantage. Although 7 p does not contribute
much information at each iteration, its aggregate effect is to
change the estimates by a fair amount. For example, when we
fit the model without 7 p, we were estimating the average in-
cumbency effect in recent years as about 15% (compared with
the 8% that we actually got). The model checking of Figure 7
was important not because we are particularly concerned about
year-to-year correlation or “puffiness” in the graphs, but be-
cause the graphical display turned out to be an effective way
to reveal a model flaw that we otherwise had not noticed.
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Figure 6. Replicated data sets simulated from the regression model (2) as fit to data from 1986 and 1988. Dots represent elections with
incumbents running in 1988 and circles represent open seats. Compare to the actual data in Figure 3. The circles in the actual data have a much

flatter slope than in the replications.
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Figure 7. Replicated data sets simulated from the regression model (4) as fit to data from 1986 and 1988, using the Gibbs sampler ignoring
the information in P;g. Compare with the actual data in Figure 3. The dots are pressed much closer to a 45-degree line in the actual data than in

the replications.

Finally, we check the fit of the full model (4) using the full
posterior density (7). Figure 8 displays replicated data sets,
which look similar to the real data.

Fitting the data is only an intermediate step toward our ul-
timate goal of estimating incumbency effects. However, the
potential problems in estimating the model sloppily, as illus-
trated in Figure 7, demonstrate why checking the fit is impor-
tant. We like the model (4) because it captures the important
features of electoral data while modeling incumbency in a po-
litically reasonable way. The aspect of the data that motivated
the complexity of the model—the interaction between vote and
incumbency—allows us to learn about variation between in-
cumbents.

3.4 Connection to Other Estimates of
Incumbency Advantage

As discussed earlier, our multilevel model (4) generalizes
classical lagged regressions. In particular, if o4 (the variation
in the incumbency advantage) is set to 0, then our estimate is
similar to that of Gelman and King (1990) in assuming paral-
lel slopes for incumbents and open seats, also incorporating the
improvements of Cox and Katz (1996) and Levitt and Wolfram
(1997), who adjusted for incumbency status at election 1. Lee
(2003) studied the slightly different problem of estimating how
the winner election outcome at time 1 affects the vote share at
election 2.

Looked at another way, our model has strong connections
to sophomore surge and retirement slump (Alford and Brady

1.0

1988), which estimate incumbency advantage by the difference
in vote (after adjusting for national swings) between 2 years
within districts in which incumbency status changes. Subtract-
ing expression (4) evaluated at f =2 and ¢ =1 yields

vi2 — Vi1 = (82 — 81) + (@inliz — ditli1) + (€2 — €i1).

Given our constraints on ¢;; (as described in Sec. 3.1), we can
write this as

v;2 — v;j1 = national swing + A¢; + ¢,

®)

where e; = €2 — €;1 is an independent error term with mean 0
and variance 2062, and A¢; is a difference in candidate-specific
incumbency advantages, with expectation ¥ (/;» — I;1). Thus,
after correcting for national swing, the change in vote for re-
tirements or for sophomores is a random variable that should
equal i in expectation.

But sophomore surge and retirement slump are biased mea-
sures of the average incumbency advantage ¥ because they are
based on a nonrandom selection of districts (Gelman and King
1990). In the notation of Section 3.1, the simple estimates based
on (8) fail because they ignore the information about ¢;; that is
present in v;; and I;.

4. APPLICATION TO U.S.
CONGRESSIONAL ELECTIONS

We fit the full model (4) to elections in the U.S. House of
Representatives in the twentieth century, skipping those pairs of
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Figure 8. Replicated data sets simulated from the regression model (4) as fit to data from 1986 and 1988, fitting the full model using the
Gibbs sampler and the Metropolis algorithm. The replicated data look similar to the actual data in Figure 3.
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Figure 9. Estimates and 95% posterior intervals for the hyperparameters v, oy, 0, and o¢ in the incumbency model, estimated for each
pair of elections for the U.S. House of Representatives in the twentieth century. (a) Average incumbency advantage. (b) Standard deviation of
district effects. (c) Standard deviation of incumbency advantage. (d) Residual standard deviation of election results. Election years immediately
following redistricting (those ending in “2”) are excluded. The vertical axes for the four graphs are on different scales. The estimate of the
average incumbency advantage (a) over time is much more stable than from the usual regression estimate (see Fig. 2).

elections that straddled a redistricting (i.e., 1900-1902, 1910-
1912, and so forth). For each pair, we fit the model to all dis-
tricts contested in both years (typically, about 350 out of 435).
We are not particularly interested in the parameters for the in-
dividual districts (except for the purposes of checking model
fit, as described in Sec. 3.3), and so we begin our summary of
inferences with estimates of the hyperparameters of the model:
the average incumbency advantage ¢ and the standard devia-
tions 0y, 0y, and o, representing the variation in incumbency
effects, district baselines, and year-to-year variations within dis-
tricts.

Figure 9 shows the posterior mean estimates and standard de-
viations of each of these parameters over time. The estimate of
the average incumbency effect ¥ is appealingly smooth with
low uncertainty, especially compared with previous estimates
in the literature (see, e.g., Gelman and King 1990). Our esti-
mates are more precise because we fully use the information
from both election years, compared with regression methods
that treat the first election merely as a lagged predictor and
methods such as sophomore surge and retirement slump that
only use a subset of the districts.

The other plots of Figure 9 reveal that oy, the standard devi-
ation of the incumbency advantage, is estimated with much less
precision than the average effect. The total variance of the vote
across all of the districts can be well estimated, but it is more
difficult for the model to partition this into district baseline, can-
didate effects, and year-to-year variation. Thus it is important to

display uncertainties in these plots so that we do not overinter-
pret short-term fluctuations in the estimates.

We are in agreement with previous researchers that the in-
cumbency advantage in Congress was low but positive in the
first half of the century and increased rapidly during the 1950s
and 1960s, and has remained relatively high for the past 30
years. However, our estimate of the average level of incum-
bency advantage in recent years is about 8%, compared with the
usual estimate from the literature of about 10%. The estimates
from our model have much lower uncertainties and are much
more stable than the simple regression estimates (compare to
Fig. 2), which should be especially important when estimating
incumbency advantages in shorter time series or in individual
states for which less information is available.

We find that the increase in average incumbency advantage
¥ was followed, with about a 15-year lag, by a dramatic in-
crease in oy, the variation of incumbency advantage—that is,
an increase in the variation of candidate effects. The estimate
of the parameter oy varies dramatically from year to year, indi-
cating that the data do not supply much information about this
parameter in any given year. (This paucity of information also
shows up in the wide fluctuations in the estimated lagged re-
gression slope for open seats, as indicated by the dotted line in
Fig. 4.) Meanwhile, districts have become slightly more similar
to one another in their baselines (i.e., o, decreased from about
15% to 12% over the century) and the residual variation o, has
cycled between about 4% and 6% over the years.
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Figure 10. Estimated distributions of incumbency effects ¢;q,
shown by medians, 50% ranges, and 90% ranges, for the twenti-
eth-century U.S. House of Representatives. These ranges represent the
estimated variation among incumbents, not uncertainties in the mean
level of incumbency. The variation in incumbency effects began to in-
crease about 15 years after the increase in the mean level, with current
incumbency effects varying between 0 and 15%.

Finally, we focus on the distribution of incumbency effects
by plotting the estimated 5%, 25%, 50%, 75%, and 95% quan-
tiles of the incumbency effects ¢; as they vary among districts.
We calculate these quantiles for each posterior simulation draw,
thus avoiding the problem noted by Louis (1984) that a set of
Bayes point estimates tends to be less variable than the set of
underlying parameters. Figure 10 displays the posterior mean of
each quantile (estimated medians, 50% ranges, and 90% ranges
for the incumbency effects across the country) for each estima-
tion of the model (i.e., each pair of consecutive elections). We
see a mid-century increase in average incumbency advantage
and increased variation starting in the 1960s. In recent years,
we estimate that individual incumbency advantages range be-
tween 0 and 15% of the vote.

5. DISCUSSION
5.1 Incumbency Advantage

We have set up a full probability model of incumbency ef-
fects and applied it to the U.S. House of Representatives in
the twentieth century. The new model offers several advantages
over previous regression-based estimates: (1) a framework that
allows estimation of the variation of incumbency effects as well
as their mean level; (2) more precise and stable estimates of the
mean level itself; (3) a decomposition of between-district het-
erogeneity into variation in baselines, incumbency advantage,
and year-to-year variability; and (4) better fit to actual elec-
tion data. These four features are synergistic; expanding the
model to add a new component of variation allows it to incor-
porate more information already present in the data (thus giving
more precise estimates) and also to better fitted those aspects of
the data. The model is multilevel and was fitted with Bayesian
methods using the Gibbs sampler and the Metropolis algorithm.
Predictive simulations confirmed the fit.

Now that the model has been programmed (and the pro-
gram and data are publicly available), it can be used for other
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electoral systems (e.g., state legislatures). Relatively simple al-
terations would allow inclusion of additional district-level in-
formation, such as other election results and candidate qual-
ity, as regression predictors in (4), as in the analyses of An-
solabehere et al. (2000) and Ansolabehere and Snyder (2002a).
This could be a powerful tool for research into how differ-
ences between candidates lead to different election outcomes
and, also should improve the unstable estimates of the variance
parameters. These also could be improved by analyzing more
than two elections simultaneously, or by smoothing the esti-
mates over time.

5.2 Treatment Interactions in Before—After Studies

Finally, the model developed here is a special case of a more
general approach to before—after studies—experiments or ob-
servational studies in which a measurement is taken before and
after the treatment. Our example is more complicated than the
usual before—after setting, because the “treatment” of an open-
seat election can happen before election 1 as well; thus it can
be more accurately described as a part of a time series in which
interventions are possible at each point. However, observational
studies commonly allow for the possibility of multiple interven-
tions or choice points while still summarizing measurements
before and after some time period of interest.

In various social science applications, before—after correla-
tions have been found to be higher for control units than for
treated units (see Gelman 2004), and this interaction can be
important—sometimes more important than the main effect of
the treatment. (For an example in the effects of legislative re-
districting, see figs. 3 and 4 of Gelman and King 1994.) Yang
and Tsiatis (2001) showed how joint modeling of pretreatment
and posttreatment outcomes can improve efficiency and robust-
ness of estimation. Our incumbency example illustrates how
variation in treatment effects can both explain the interaction
and also parameterize it more usefully, leading to new insights
about the phenomenon under study.

[Received March 2003. Revised August 2003.]
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Comment

The incumbency advantage is one of the most widely stud-
ied phenomena in political science. In fact, it is one of the few
quantities of interest in the field where there is relative agree-
ment not only on its directionality, but also on its relative size.
Thus I was somewhat dubious that any significant additions re-
mainder to be made to our understanding; however, Gelman and
Huang have in fact made two important contributions.

First, they have recast the estimation problem into the more
modern causal framework of examining differences between
treated and control groups, where the treatment/intervention is
an incumbent retiring, thereby producing an open seat in an
election. This by itself is not that novel. The earliest estimates
of incumbency advantage, the “sophomore surge” and “retire-
ment slump” (Erikson 1971), were naive estimates of this sort
of treatment effect, but these are biased because they use only
a selected subsample of the data for estimation (Gelman and
King 1990). However, in recasting this problem from the more
typical regression framework, Gelman and Huang are able to
bring additional information to the estimation problem—the
lagged incumbent party indicator—which provides information
about v;q that had previously been neglected in estimation. Sec-
ond, they use a Bayesian multilevel model to allow for random
variation in the value of incumbency across individual incum-
bents. The previous studies all focused only on the average ef-
fect, ignoring any variance across districts or candidates.

My comments focus each of these contributions in turn.

Jonathan N. Katz is Professor of Political Science, Division of the Hu-
manities and Social Sciences, California Institute of Technology, Pasadena,
CA 91125 (E-mail: jkatz@caltech.edu). The author thanks the Center on Ad-
vanced Study in the Behavioral Science, where this comment was written.

1. OBSERVATIONAL STUDIES AND
NONRANDOM ASSIGNMENT

The bane of any observational study is nonrandom assign-
ment to the treatment and control groups. As is well known, the
lack of random assignment can cause confounding factors to
contaminate our estimates. The hope is that by conditioning on
observables (in this case lagged vote and lagged party incum-
bency status), we can fix the nonrandom assignment problem.
Gelman and Huang are well aware of this, and they claim that
the treatment indicator, 7;;, is essentially random across Con-
gressional districts. Their evidence for this claim is that there
is no correlation between margin of vote and the probability of
seeking reelection.

Unfortunately, this view is at odds with the generally ac-
cepted view that Congressional candidates are strategic in their
entry and exit decisions (Jacobson and Kernell 1983; see also
Cox and Katz 1996, 2002). In fact, Gelman and Huang’s ev-
idence is convincing only if one assumes that the decision to
retire is based only on observables available to an outside ana-
lyst. But what if candidates have better information than this to
forecast their party’s prospects in the district in the next elec-
tion?

In a study with Gary Cox, we examined the loss an incum-
bent party incurs when an incumbent “retires” (more correctly
exits) voluntarily or involuntarily—either by death or primary
defeat (Cox and Katz 2002). If there is no strategic retirement,
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Table 1. Incumbent party’s vote loss for voluntary and involuntary
retirements in U.S. House elections, 1946—1998

Type of open seat 1946-1964 1966-1998

Voluntary 2.66 7.42
(.41) (.40)

Involuntary 73 2.90
(.74) (1.01)

as is claimed by Gelman and Huang, then there should not be
a significant difference in the loss that the incumbent party in-
curs between these two types of open seats. The results of our
analysis, which controlled for both lagged vote and year effects,
is presented in Table 1. We needed to pool across years because
of the small number of involuntary exits, and we chose the pe-
riods to correspond to periods in which the incumbency advan-
tage was roughly constant in size. In the first period, when the
incumbency advantage is relatively low, there is no significant
difference between the two types of open seats. But in the lat-
ter period, when the estimated incumbency advantage is large,
there is a strong difference between these two types of open
seats, which is consistent with strategic exits and nonrandom
treatment assignment.

In principle, the information from the involuntary exits by
incumbents could be incorporated into the Gelman and Huang
framework to correct for this part of nonrandom assignment.
Unfortunately, there remains the problem of strategic entry of
challengers. I know of no natural experiment that can be used
to correct for this effect on the estimation.

2. VARIATION IN INCUMBENCY ADVANTAGE

It is natural to think that the incumbency advantage might
vary between incumbents because, for example, some may be
better campaigners than others. The Gelman and Huang model,
therefore, offers a real improvement over the earlier approaches
that assumed a constant incumbency effect. But their analysis
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misses at least one important source of systematic variability in
incumbency advantage: It may vary by party.

Figure 1, based on analysis by Cox and Katz (2002), presents
the estimated difference between the Republican and De-
mocratic incumbency advantage using the Gelman and King
(1990) regression model but breaking the symmetry constraint
that forces incumbents of both parties to have the same size
advantage. Positive values indicate that the Republican incum-
bency advantage is larger, whereas negative values indicate that
the Democratic incumbency advantage is larger. The figure sug-
gests that after 1966, there may be significant differences in the
incumbency advantage by party, with five of eight elections
showing a significant partisan difference. In fact, using the new
Gelman and Huang model, which generally gives more precise
estimates, the difference may be significant in more elections. It
should be relatively straightforward to allow for this systematic
difference within the Gelman and Huang framework.

Why should there be a partisan difference in the size of the
incumbency advantage? The complete argument was presented
by Cox and Katz (2002), but the basics of it relate to the impor-
tance of candidate quality. Suppose, following Jacobson (1987)
and Cox and Katz (1996), that the incumbency advantage in-
creased because candidate quality became a more important de-
terminant of electoral outcomes beginning in the 1960s. By this
line of thinking, the party with the larger incumbency advan-
tage will be the one that has more trouble finding (a) electorally
experienced nonincumbents to defend their districts after their
incumbents retire and (b) electorally experienced challengers to
attack districts vacated by the other party’s incumbents. Such
a party will more often find, after its incumbents retire, that
it has fielded an inexperienced defender, faces an experienced
challenger, or both. Its average vote share accordingly will drop
rather precipitously, especially if candidate characteristics mat-
ter more in determining outcomes. The party that is better at re-
cruiting candidates, in contrast, will more often find that it has
fielded an experienced defender, faces an inexperienced chal-
lenger, or both after its incumbents retire, and thus its vote share
will hold up better.
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Figure 1. Estimated difference between Republican and Democratic incumbency advantage with 95% confidence intervals from a regression

controlling for lagged vote, lagged incumbency status, and year effects.
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Comment

I am old enough to remember the last 40 years of elections
in Gelman and Huang’s (GH’s) data set, so it is great fun to
pore over their plots and spin stories about why some point is
unusually high or low. I am also old enough so that in my first
year of graduate school (1981), my mathematical statistics pro-
fessor could accurately note that although Bayesian theory was
very nice, one could not really do anything with it. GH’s ar-
ticle is more proof (if we still need any) that those days are
gone.

Indeed, this article illustrates nicely how a Bayesian ap-
proach can be easier than the alternatives. Bayesian machinery
is well suited to individual-specific treatment effects (GH’s ¢;;),
an idea whose time has come. (So-called “empirical Bayes”
analysis is just frequentist analysis of random-effects mod-
els and thus is hobbled, like frequentist analyses, by the need
to maximize intractable integrals.) Another example of the
power of Bayes is GH’s treatment of the incumbent party
indicators, I;o. This shows what some call the “modularity”
of Bayesian analysis, in which a model’s unknowns provide
“sockets” into which higher-level models for those unknowns
can be plugged. In a world with huge, complex data sets,
modularity is a natural tactic and is becoming progressively
easier with tools like WinBUGS’s graphical model specifi-
cation (www.mrc-bsu.cam.ac.uk/bugs/winbugs/contents.shtml).
This same example also shows that the Bayesian millennium
has not yet quite arrived, because GH had to ignore some infor-
mation in the I;o for the sake of tractability. Presumably such
barriers will continue to fall as computing power increases, but
for every new chip, someone will always find a bigger prob-
lem.

Still, GH’s setup suggests—and modern Bayesian comput-
ing permits—a wealth of possibilities for adding information
and thus power to this analysis. For example, figure 9(a) sug-
gests smoothing the average incumbency advantage v; over
time, that is, adding a piece of information that the ;s change
fairly smoothly over time and letting the data specify “fairly
smoothly” through, say, a pairwise-difference model (Besag,
Green, Higdon, and Mengersen 1995). And so on.

However. .. Although I celebrate the power of Bayes, I must
also rain on the Bayesian parade a bit. The deceptive simplic-
ity of Markov chain Monte Carlo (MCMC) can foster a “damn
the torpedoes, full steam ahead” confidence that is entirely mis-
placed. It is misplaced because greater model complexity means
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more instances in which vague, qualitative information (“the
Y;s change fairly smoothly over time”) must be made spe-
cific in an equation or probability distribution. Here I focus on
one aspect of complexity, the variance structure (GH’s oy, 0y,
and o), because it affects many useful models and (surprise!)
is my research area.

The difficulty with many-variance models comprises at least
three problems tangled together: parameterizing the variance
structure, putting priors on the parameters, and drawing ro-
bust, efficient MCMC samples. These problems arise because
in richly parameterized models like GH’s, the data often pro-
vide little information about higher-level variances (o4 and o),
so the parameterization and prior are important. Indeed, we do
not even know how to determine whether a dataset provides
“alot of” information about the variance parameters. Reich and
Hodges (2007) explored this issue for the general two-variance
model, and it is a thorny one, even for this simple class of
models. Depending on the parameterization and model, it can
happen that the variance parameters are only poorly identified,
but that identification improves little with increased sample size
(Reich, Hodges, and Carlin 2007).

Put plainly, we do not know much about posteriors of vari-
ance-structure parameters in richly parameterized models. Even
when using gamma priors on precisions, it is not uncommon to
be surprised by bimodal posteriors (Wakefield 1998), which
arise readily even in simple models with a unimodal likeli-
hood component (Liu and Hodges 2003). It is easy to con-
struct innocuous-looking models and parameterizations with
quite strange posteriors (Reich et al. 2007), where the only hint
of a problem is an MCMC with high lagged autocorrelations.
But 15 years after Gelfand and Smith (1990) opened the mod-
ern Bayesian era, a gamma prior on the precisions is still almost
a default. A gammal(e, €) prior is a popular “vague” prior be-
cause it has mean 1 and variance 1/¢, although the two most
common €’s, .01 and .001, give priors with 95th percentiles .34
and 3 x 1072°, which are anything but vague. We need alter-
native priors, and we need to know more about how they affect
posteriors.

Gelman has proposed at least two alternative priors, both on
the standard deviation: a folded noncentral ¢ on the standard
deviation (Gelman 2006) and a flat prior, used here. The lat-
ter has the advantage that the standard deviation is on the same
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scale as the measurements, and the improper version is invari-
ant to scale changes. Its disadvantage is that little is known
about it. My doctoral student, Yi He, has compared four pa-
rameterizations, each with its own reference prior, according
to the bias and mean squared error of the posterior mean and
median and the coverage of 95% intervals; the results sug-
gest that for some problems, the proper flat prior on standard
deviations is highly sensitive to the upper end of the sample
space.

Thus, although I very much enjoyed this article, I also would
very much like to see what happens with other priors on the
variance structure. We just do not know enough about these
models and priors. This problem is wide open—calling all grad-
uate students!—and I expect that practice will change radically
by the time I retire.

I must note—in case the few remaining Bayes-haters are feel-
ing cocky right now—that these difficulties are not solved by
maximizing the likelihood instead of multiplying it by a prior
and computing integrals. It is very common for variances to
have a likelihood or restricted likelihood that is maximized at
0 but quite flat. In such cases, a point estimate of O is the
wrong answer, not to mention inconvenient, because in stan-
dard software it is accompanied by a zero standard error, if

Andrew GELMAN
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any. In this case, integrating is clearly better than maximiz-
ing. The question is not whether to maximize or integrate, but
whether general purpose reference prior(s) can be found giving
reasonably calibrated posterior intervals and good point esti-
mates.
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Rejoinder

We published our article in a statistical journal because our
main goal was to propose a new method for analyzing before—
after data in observational studies. The most common approach
is to take simple before—after differences or, one step beyond,
to include the before measurements as regression predictors (as
was done in Gelman and King (1990) for the incumbency ex-
ample). The two key points of our article are that (1) in a setting
such as incumbency with ongoing “treatments,” the before data
contain extra information not used in the regression, and, espe-
cially, (2) data at two time points allow us to estimate variation,
as well as the mean level, of the treatment effect. This is all
separate, or in addition to, other concerns about inference from
observational studies (and such methods as instrumental vari-
ables, matching, regression discontinuity, and selection mod-
els), which we do not consider here.

As always in statistics, the general point can be understood
only with reference to a real example (not just real data, but
also a real problem for which there is outside interest in the
answer). Also, as always, the particular example that we study
has its own challenges.

We were lucky to get for our article two quite different dis-
cussants: Jonathan Katz, a quantitative political scientist who
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has done important work on understanding the incumbency ad-
vantage, and Jim Hodges, a statistician who has done innovative
work on constructing and understanding multilevel models.

ADDING COMPLEXITY TO THE
INCUMBENCY-ADVANTAGE MODEL

Katz discusses two issues—strategic retirement and interac-
tion of party and incumbency effect—that are not included in
our model. In the context of our analysis, each of these can be
framed in two successive ways, first as model checks and then
as expansions to the model.

We first consider how to model the possibility of different
incumbency advantages for Democrats and Republicans. This
could—and perhaps should—be easily added into our model by
simply replacing our mean incumbency advantage parameter
with two parameters, one for each party. They both could be
estimated, and the time series of the estimates for each party,
or, for more numerical stability, the average of the two (which
would presumably be similar to the single parameter for each
year estimated in our existing model), could be displayed.

Continuing this thought, we could allow the incumbency ad-
vantage to vary systematically by region of the country (e.g.,
south or nonsouth) or by state (e.g., varying by the strength
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of state party organizations, as considered by Ansolabehere,
Hansen, Hirano, and Snyder 2005a), and perhaps by features of
the incumbents themselves (including sex, ethnicity, and tenure
in office) and aspects of the challengers (e.g., the level of pre-
vious political experience). At this point, there would be too
many coefficients to reliably estimate separately, and the nat-
ural next step would be a multilevel model that would essen-
tially explain some of the variation in incumbency advantage
given these predictors at the candidate and district levels. Our
model is well suited to this sort of expansion, because it already
includes variation in the treatment effect.

EVIDENCE FOR STRATEGIC RETIREMENT?

Katz’s other concern is strategic retirement. Incumbents who
leave office voluntarily may do so because of knowledge about
their party’s prospects. To the extent that this is occurring, our
model is ignoring information in the incumbency status vari-
able.

Katz presents evidence (in his table 1) that the incumbent
party’s vote loss is much greater for voluntary exits than for in-
voluntary exits and writes, “If there is no strategic retirement,
as claimed by Gelman and Huang, then there should not be a
significant difference in the loss that the incumbent party incurs
between these two types of open seats.” We disagree with this
statement, because involuntary exit is not itself a randomly as-
signed treatment; deaths in office are rare and commonly occur
in congressmembers who have been in office in safe seats for
a long time, and primary losses also are rare events that com-
monly occur in safe seats (such as in the formerly one-party
south; see Ansolabehere et al. 2005b). Given these pretreatment
differences between districts with voluntary and involuntary ex-
its, it is hard to make strong conclusions from raw differences
in gain scores.

A clever recent systematic study of the effects of different
sorts of retirement is that of Ansolabehere and Snyder (2002b),
who considered term limits as an externally assigned treatment
and concluded that the occurrence of strategic retirement has es-
sentially no effect on estimates of incumbency advantage. Gel-
man and King (1990) considered the related issue of bounding
the bias in estimation arising from uncontested seats.

Although we are not convinced of the substance of Katz’s
claim about strategic retirement, we agree with his statistical
point, which is that additional data can be collected—in this
case, a classification of open seats as due to deaths, primary
election losses, voluntary retirements, and other causes—for
which it would make sense to expand our model. Katz also
notes that it would require additional effort to expand our model
to include information about challengers. Indeed, much of the
variation that we find in incumbency advantage could arise from
systematic differences in challenger quality among districts.

CONCERNS WITH BAYES

A favorite saying of Bayesians is that “with great power
comes great responsibility.” Using hierarchical models and
carefully chosen prior distributions, we can estimate many
parameters—in our case, a separate incumbency advantage
in each district—which is advantageous because it allows
us to study issues that we have always worried about as
statisticians—in this case, varying treatment effects. But the
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path from data to inferences is tangled, and there is the worry
that we are not really learning from the data so much as spit-
ting out, in a different form, various convenient assumptions
from our prior distribution. As Hodges points out in his com-
ment, our inferences are sensitive to assumptions in the prior
distribution and in the computation.

Our generic answer to this concern is to do model checking,
and indeed our article features an example of a model check—
the scatterplots in figure 7 that sent us in a tailspin, leaving our
project incomplete for about 2 years until we realized the prob-
lem with our model fitting: We had forgotten about the infor-
mation in the incumbency status at time 1, as we discuss in
section 3.3.

A natural worry is that there remain other errors, oversights,
or simply inappropriate components of the model. We found
one major mistake; why should anyone trust us when we say
that we have found no other problems? For that matter, why
should we trust ourselves?

As in the old joke about the priest, the doctor, the lawyer,
and the bear, we can retreat to the position that we are not try-
ing to get the right answer, but are simply trying to outrun the
competition—in this case, the published methods of Gelman
and King, Cox and Katz, Levitt and Wolfram, and others, which
did not estimate the variation in incumbency advantage and did
not make use of certain systematic differences between districts
with incumbents and open seats.

It is reassuring that our estimates are roughly consistent with
what came before, but smoother [compare fig. 2 with fig. 9(a)].
On the other hand, if that is the point, then why not just take the
crude estimate and apply a time series smoother? Smoothing
can create its own problems, especially near the end of a time
series (often the area in which we are most interested), and in
any case we can view our model as a generalization of earlier
approaches in which we have added a variance component and
are more careful about certain aspects of the likelihood. Ulti-
mately, external validation of predictions can be the most con-
vincing test.

Considering our approach as a statistical method, we agree
with Hodges that care is warranted. As with all new technolo-
gies, this method will be used first in problems such as incum-
bency with large sample sizes and a background of substantive
understanding that will warn us off of the most extreme errors,
and then, as we establish more confidence in the method, it can
be extended and used more broadly—as, for example, simple
hierarchical Bayes was considered controversial in statistics in
the 1970s but is now used routinely in political science (e.g., to
estimate state-level opinions from national polls).

To respond slightly more specifically to Hodges’s comments
about variance component models, I suspect that the best ap-
proach is ultimately to extend the model further so that the
variance parameters can themselves be modeled hierarchically.
This expansion might be performed by using a time series
model to link the now-separate inferences from different years,
which could fix the implausible and embarrassingly jumpy plot
in our figure 9(d). (As we and Hodges note, very little infor-
mation is available to estimate this particular variance compo-
nent from the few open seats that occur in any pair of election
years.) Expansion raises its own modeling and computational
challenges, but with the potential payoff of more precise esti-
mates of year-to-year changes in treatment effects, it is impor-
tant in many areas of application.
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