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“Robustness checks”



Simulation study: looking for a discontinuity where none
exists



Rejection rates are much higher than nominal!





The “That which does not destroy my statistical significance
makes it stronger” fallacy

Charles Murray: “To me, the experience of early childhood
intervention programs follows the familiar, discouraging pattern
. . . small-scale experimental efforts [N = 123 and N = 111] staffed
by highly motivated people show effects. When they are subject to
well-designed large-scale replications, those promising signs
attenuate and often evaporate altogether.”

James Heckman: “The effects reported for the programs I discuss
survive batteries of rigorous testing procedures. They are conducted
by independent analysts who did not perform or design the original
experiments. The fact that samples are small works against finding
any effects for the programs, much less the statistically significant
and substantial effects that have been found.”



The perils of pooling

Arthur “not David” Brooks in the New York Times:
“People at the extremes are happier than political
moderates. . . . none, it seems, are happier than the Tea
Partiers . . . ”

Jay Livingston (sociology, Montclair State University) looks up the
data in the General Social Survey . . .



“None, it seems, are happier than the Tea Partiers . . . ” ??



Pooling, 1972–2010









Xbox estimates, adjusting for demographics





I Karl Rove, Wall Street Journal, 7 Oct: “Mr. Romney’s bounce
is significant.”

I Nate Silver, New York Times, 6 Oct: “Mr. Romney has not
only improved his own standing but also taken voters away
from Mr. Obama’s column.”



Xbox estimates, adjusting for demographics and partisanship



What can we learn from statistical significance?



This is what "power = 0.06" looks like.
Get used to it.

Estimated effect size
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If the estimate is
statistically significant,
it has a 24% chance of
having the wrong sign.

Exaggeration ratio:
If the estimate is
statistically significant,
it must be at least 9
times higher than the
          true effect size.



That noisy, noisy study







Summary: What’s wrong with unbiasedness?

I Varying effects, estimating a moving target
I Pooling needed to get enough data so that an unbiased

estimate is precise enough to be useful
I Selection: Statistical significance filter
I Selection: Survey nonresponse, etc.
I Omitted variable bias in observational studies


