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## Example analysis: regression of residuals for "How many prisoners do you know?"

Coefficient
female
nonwhite
age $<30$
age $>65$
married
college educated
employed
income $<\$ 20,000$
income $>\$ 80,000$
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3 models
Fitting our model
Results: how many people do you know?
Results: group sizes and overdispersions
Confidence building and model extensions

How many Nicoles do you know?
How many Jaycees do you know?

## Data, compared to simulations from 3 models
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- hyperprior dist: $p\left(\mu_{\alpha}, \mu_{\beta}, \sigma_{\alpha}, \sigma_{\beta}\right) \propto 1$
- $1370+32+32+4$ parameters to estimate
- Nonidentifiability in $\alpha+\beta$ (to be discussed soon)
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## Gibbs-Metropolis algorithm: updating hyperparameters
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## Setting up the MCMC object
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## Data and initial values

```
y <- as.matrix (read.dta ("social.dta"))
y <- y[1:50,]
network.data <- list (y=y, data.n=nrow(y),
    data.j=ncol(y))
network.init <- function()\{
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## Gibbs samplers for the hyperparameters

mu.alpha.update <- function()
rnorm (1, mean(alpha), sigma.alpha/sqrt(data.n))
mu.beta.update <- function()
rnorm (1, mean(beta), sigma.beta/sqrt(data.j))
sigma.alpha.update <- function()
sqrt (sum((alpha-mu.alpha)^2)/rchisq(1, data.n-1))
sigma.beta.update <- function()
sqrt (sum((beta-mu.beta)~2)/rchisq(1, data.j-1))
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## Log-likelihood for each data point

f.loglik <- function (y, alpha, beta, omega, data.n)\{ theta.mat <- exp(outer(alpha, beta, "+")) omega.mat <- outer(rep(0, data.n), omega, "+") dnbinom (y, theta.mat/(omega.mat-1), 1/omega.mat, $\log =T)\}$

## Log-posterior density for each vector parameter

f.logpost.alpha <- function() \{ loglik <- f.loglik (y, alpha, beta, omega, data.n) rowSums (loglik, na.rm=TRUE) +
dnorm (alpha, mu.alpha, sigma.alpha, log=TRUE) \}
f.logpost.beta <- function() \{
loglik <- f.loglik (y, alpha, beta, omega, data.n) colSums (loglik, na.rm=TRUE) +
dnorm (beta, mu.beta, sigma.beta, log=TRUE) \}
f.logpost.omega <- function() \{
loglik <- f.loglik (y, alpha, beta, omega, data.n) colSums (loglik, na.rm=T) \}
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f.logpost.omega <- function() \{ loglik <- f.loglik (y, alpha, beta, omega, data.n) colSums (loglik, na.rm=T) \}

## Bounded jumping for the $\omega_{k}$ 's

Customized Metropolis jumping rule for the components of $\omega$ :

```
omega.jump <- function (omega, sigma) {
    reflect (rnorm (length(omega), omega, sigma),
    .lower, .upper)}
```


## Renormalization of the $\alpha_{i}$ 's and $\beta_{k}$ 's

```
renorm.network <- function() {
    const <- log (sum(exp(beta[1:12]))/0.069)
    alpha <- alpha + const
    mu.alpha <- mu.alpha + const
    beta <- beta - const
    mu.beta <- mu.beta - const}
```


## Running MCMC and looking at the output

```
net <- run(network.1)
attach (as.rv (net))
```

Some output:

| name | mean | sd | $25 \%$ | $50 \%$ | $75 \%$ | Rhat |
| :--- | :---: | :---: | :---: | :---: | :---: | ---: |
| beta[1] | -5.1 | 0.1 | $(-5.4$ | -5.2 | $-5.1)$ | 1.0 |
| beta[2] | -6.4 | 0.1 | $(-6.9$ | -6.7 | $-6.5)$ | 1.2 |
| beta[3] | -6.1 | 0.1 | $(-6.5$ | -6.3 | $-6.2)$ | 1.1 |
| beta[4] | -7.0 | 0.2 | $(-7.6$ | -7.4 | $-7.1)$ | 1.0 |
| beta[5] | -5.1 | 0.1 | $(-5.4$ | -5.3 | $-5.2)$ | 1.2 |
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## Estimated distributions of network sizes for men and women
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income > \$80,000
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## Group, j

Stephanie Jacqueline Kimberly
Nicole
Christina
Jennifer
Christopher
David
Anthony
Robert
James
Michael
Woman adopted kid in past yr Gave birth in past yr Woman raped

Commercial pilot
Gun dealer
AIDS
HIV-positive Male in prison Member of Jaycees


Suicide in past yr

## Twin
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## Correlations in the residuals

$$
r_{i k}=\sqrt{y_{i k}}-\sqrt{\hat{\mathrm{a}}_{i} \hat{b}_{k}}
$$
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## Evaluation of inferences using fake data
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## Regression of $\log$ (gregariousness): as a table

| Coefficient | Estimate (s.e.) |
| :--- | ---: |
| female | $-0.11(0.03)$ |
| nonwhite | $0.06(0.04)$ |
| age $<30$ | $-0.02(0.04)$ |
| age $>65$ | $-0.14(0.05)$ |
| married | $0.04(0.05)$ |
| college educated | $0.11(0.03)$ |
| employed | $0.13(0.04)$ |
| income $<\$ 20,000$ | $-0.18(0.05)$ |
| income $>\$ 80,000$ | $0.18(0.05)$ |

## Regression of $\log ($ gregariousness): as a graph

Coefficient
female
nonwhite
age $<30$
age $>65$
married
college educated
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income < \$20,000
income > \$80,000

Estimate
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- Measuring and understanding social and political polarization Leraning about individuals and groups
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