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10.7. Debugging Bayesian computing

Simple models that can be fit successfully

Complex models that cannot be fit, or that give nonsensical results
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