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### Example of within-sample and out-of-sample prediction

<table>
<thead>
<tr>
<th>Election</th>
<th>Incumbent party's share of the popular vote</th>
<th>Income growth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Johnson vs. Goldwater (1964)</td>
<td></td>
<td>more than 4%</td>
</tr>
<tr>
<td>Reagan vs. Mondale (1984)</td>
<td></td>
<td>3% to 4%</td>
</tr>
<tr>
<td>Nixon vs. McGovern (1972)</td>
<td></td>
<td>3% to 4%</td>
</tr>
<tr>
<td>Humphrey vs. Nixon (1968)</td>
<td></td>
<td>3% to 4%</td>
</tr>
<tr>
<td>Eisenhower vs. Stevenson (1956)</td>
<td></td>
<td>2% to 3%</td>
</tr>
<tr>
<td>Stevenson vs. Eisenhower (1952)</td>
<td></td>
<td>2% to 3%</td>
</tr>
<tr>
<td>Gore vs. Bush, Jr. (2000)</td>
<td></td>
<td>1% to 2%</td>
</tr>
<tr>
<td>Bush, Sr. vs. Dukakis (1988)</td>
<td></td>
<td>1% to 2%</td>
</tr>
<tr>
<td>Bush, Jr. vs. Kerry (2004)</td>
<td></td>
<td>1% to 2%</td>
</tr>
<tr>
<td>Ford vs. Carter (1976)</td>
<td></td>
<td>1% to 2%</td>
</tr>
<tr>
<td>Clinton vs. Dole (1996)</td>
<td></td>
<td>1% to 2%</td>
</tr>
<tr>
<td>Nixon vs. Kennedy (1960)</td>
<td></td>
<td>0% to 1%</td>
</tr>
<tr>
<td>Bush, Sr. vs. Clinton (1992)</td>
<td></td>
<td>0% to 1%</td>
</tr>
<tr>
<td>McCain vs. Obama (2008)</td>
<td></td>
<td>0% to 1%</td>
</tr>
<tr>
<td>Carter vs. Reagan (1980)</td>
<td></td>
<td>negative</td>
</tr>
</tbody>
</table>
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Accounting for posterior uncertainty

Log predictive density, $p(y | \theta)$
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Posterior mode and posterior simulations
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- Using log predictive probability and information criteria to compare three models for the 8 schools:
  - No pooling ($\tau = \infty$)
  - Complete pooling ($\tau = 0$)
  - Hierarchical (average over $\tau$)
Comparing three models for the 8 schools

Discuss:

<table>
<thead>
<tr>
<th></th>
<th>No pooling ($\tau = \infty$)</th>
<th>Complete pooling ($\tau = 0$)</th>
<th>Hier. model ($\tau$ est’d)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AIC</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$-2 \text{lpd} = -2 \log p(y</td>
<td>\hat{\theta}_{mle})$</td>
<td>54.6</td>
<td>59.4</td>
</tr>
<tr>
<td>$k$</td>
<td>8.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>AIC = $-2 \text{elpd}_{AIC}$</td>
<td>70.6</td>
<td>61.4</td>
<td></td>
</tr>
<tr>
<td><strong>DIC</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$-2 \text{lpd} = -2 \log p(y</td>
<td>\hat{\theta}_{Bayes})$</td>
<td>54.6</td>
<td>59.4</td>
</tr>
<tr>
<td>$p_{DIC}$</td>
<td>8.0</td>
<td>1.0</td>
<td>2.8</td>
</tr>
<tr>
<td>DIC = $-2 \text{elpd}_{DIC}$</td>
<td>70.6</td>
<td>61.4</td>
<td>63.0</td>
</tr>
<tr>
<td><strong>WAIC</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$-2 \text{lppd} = -2 \sum_i \log p_{post}(y_i)$</td>
<td>60.2</td>
<td>59.8</td>
<td>59.2</td>
</tr>
<tr>
<td>$p_{WAIC 1}$</td>
<td>2.5</td>
<td>0.6</td>
<td>1.0</td>
</tr>
<tr>
<td>$p_{WAIC 2}$</td>
<td>4.0</td>
<td>0.7</td>
<td>1.3</td>
</tr>
<tr>
<td>WAIC = $-2 \text{elppd}_{WAIC 2}$</td>
<td>68.2</td>
<td>61.2</td>
<td>61.8</td>
</tr>
<tr>
<td><strong>LOO-CV</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$-2 \text{lppd}$</td>
<td></td>
<td>59.8</td>
<td>59.2</td>
</tr>
<tr>
<td>$p_{\text{loo-cv}}$</td>
<td></td>
<td>0.5</td>
<td>1.8</td>
</tr>
<tr>
<td>$-2 \text{lppd}_{\text{loo-cv}}$</td>
<td>60.8</td>
<td>62.8</td>
<td></td>
</tr>
</tbody>
</table>
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### 7.6. Implicit assumptions and model expansion

<table>
<thead>
<tr>
<th></th>
<th>Population $(N = 804)$</th>
<th>Sample 1 $(n = 100)$</th>
<th>Sample 2 $(n = 100)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>total</td>
<td>13,776,663</td>
<td>1,966,745</td>
<td>3,850,502</td>
</tr>
<tr>
<td>mean</td>
<td>17,135</td>
<td>19,667</td>
<td>38,505</td>
</tr>
<tr>
<td>sd</td>
<td>139,147</td>
<td>142,218</td>
<td>228,625</td>
</tr>
<tr>
<td>lowest</td>
<td>19</td>
<td>164</td>
<td>162</td>
</tr>
<tr>
<td>5%</td>
<td>336</td>
<td>308</td>
<td>315</td>
</tr>
<tr>
<td>25%</td>
<td>800</td>
<td>891</td>
<td>863</td>
</tr>
<tr>
<td>median</td>
<td>1,668</td>
<td>2,081</td>
<td>1,740</td>
</tr>
<tr>
<td>75%</td>
<td>5,050</td>
<td>6,049</td>
<td>5,239</td>
</tr>
<tr>
<td>95%</td>
<td>30,295</td>
<td>25,130</td>
<td>41,718</td>
</tr>
<tr>
<td>highest</td>
<td>2,627,319</td>
<td>1,424,815</td>
<td>1,809,578</td>
</tr>
</tbody>
</table>
Analysis of sample 1

- $y_{total} = N\bar{y} = n\bar{y}_{obs} + (N-n)\bar{y}_{mis}$
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- \( y_{\text{total}} = N\bar{y} = n\bar{y}_{\text{obs}} + (N - n)\bar{y}_{\text{mis}} \)
  - \( \bar{y}_{\text{obs}} \) is known
  - Need inference for \( y_{\text{mis}} \)
- Classical 95% interval: \([-5.4 \times 10^6, 37.0 \times 10^6]\)
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- Lognormal, Bayes inference: \([5.4 \times 10^6, 9.9 \times 10^6]\)
  - Posterior predictive check using sample total,
    \( T(y_{\text{obs}}) = \sum_{i=1}^{n} y_{\text{obs}i} \)
  - Observed \( T(y_{\text{obs}}) = 1,966,745 \)
  - 100 replications, \( T(y_{\text{obs}}^{\text{rep}}) \) are all lower than this value
  - Model doesn’t fit!
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- Lognormal, Bayes inference: \([5.4 \times 10^6, 9.9 \times 10^6]\)
  - Posterior predictive check using sample total, \( T(y_{\text{obs}}) = \sum_{i=1}^{n} y_{\text{obs} i} \)
  - Observed \( T(y_{\text{obs}}) = 1,966,745 \)
  - 100 replications, \( T(y_{\text{obs}}^{\text{rep}}) \) are all lower than this value
  - Model doesn’t fit!
Power-transformation model

- Classical interval (normal model): $[-5.4 \times 10^6, 37.0 \times 10^6]$
  - Model doesn’t fit the data
- Lognormal, Bayes inference: $[5.4 \times 10^6, 9.9 \times 10^6]$
- Power transformation (normal model for $y^\phi$, estimate $\phi$ from data)
  - 95% posterior interval: $[5.18 \times 10^6, 31.8 \times 10^6]$
  - Posterior predictive check: $T(y_{rep}) > T(y_{obs})$ in 15 of 100 replications
  - Success!
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Analysis of sample 2

- Classical interval (normal model): $[-3.4 \times 10^6, 65.3 \times 10^6]$
  - Model doesn’t fit the data
- Lognormal fit to data, Bayes inference: $[8.2 \times 10^6, 19.6 \times 10^6]$
  - Model doesn’t fit the data
- Power transformation (best fit, $\phi = -1/4$): $[10^7, 10^{15}]$
  - But there’s a big problem!
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Why did the classical interval work sort of ok?
Why did the lognormal model not work?
Why did the power-transformed model blow up—without getting caught by the model check?
How could we do better?
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