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1.4. Discrete probability examples: genetics and spell checking

- The typed word “Radom” is actually Random ($\theta = 1$), Radon ($\theta = 2$), or Radom ($\theta = 3$)

- Prior distribution:

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$p(\theta)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>random</td>
<td>$7.60 \times 10^{-5}$</td>
</tr>
<tr>
<td>radon</td>
<td>$6.05 \times 10^{-6}$</td>
</tr>
<tr>
<td>radom</td>
<td>$3.12 \times 10^{-7}$</td>
</tr>
</tbody>
</table>

- Likelihood:

| $\theta$ | $p(\text{“radom”} | \theta)$ |
|----------|----------------|
| random   | 0.00193         |
| radon    | 0.000143        |
| radom    | 0.975           |
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1.6. Example of probability assignment: football point spreads
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Estimating the probability a vote is decisive
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1.8. Some useful results from probability theory

- The math you need: derivatives, integrals, multivariable calculus
- Being able to read an expression and separate constants from variables:

\[
\prod_{i=1}^{n} N(y_i | \mu_i, \sigma^2) = \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi}\sigma} \exp \left( -\frac{1}{2\sigma^2} (y_i - \mu_i)^2 \right)
\]

- Late-twentieth-century probability modeling
1.8. Some useful results from probability theory

- The math you need: derivatives, integrals, multivariable calculus
- Being able to read an expression and separate constants from variables:

\[ \prod_{i=1}^{n} \mathcal{N}(y_i|\mu_i, \sigma^2) = \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi}\sigma} \exp \left( -\frac{1}{2\sigma^2}(y_i - \mu_i)^2 \right) \]

- Late-twentieth-century probability modeling
1.8. Some useful results from probability theory

- The math you need: derivatives, integrals, multivariable calculus
- Being able to read an expression and separate constants from variables:

\[
\prod_{i=1}^{n} N(y_i | \mu_i, \sigma^2) = \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{1}{2\sigma^2}(y_i - \mu_i)^2\right)
\]

- Late-twentieth-century probability modeling
1.8. Some useful results from probability theory
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- Being able to read an expression and separate constants from variables:
  \[
  \prod_{i=1}^{n} N(y_i | \mu_i, \sigma^2) = \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi}\sigma} \exp \left( -\frac{1}{2\sigma^2} (y_i - \mu_i)^2 \right)
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Figure 1. Histogram of Democratic Share of the Two-Party Vote in Congressional Elections in 1988. Only districts that were contested by both major parties are shown here.
Figure 2. Histogram of Democratic Share of the Two-Party Vote in Congressional Elections in 1988, in Districts With (a) Republican Incumbents, (b) Democratic Incumbents, and (c) Open Seats. Combined, the three distributions yield the bimodal distribution in Figure 1.
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“If you wanted to do foundational research in statistics in the mid-twentieth century, you had to be a bit of a mathematician, whether you wanted to or not. If you want to do statistical research at the turn of the twenty-first century, you have to be a computer programmer.”

- Programming
- Graphics
- Your working environment
- Problem-solving skills
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### Summarizing inferences by simulation

<table>
<thead>
<tr>
<th>Simulation draw</th>
<th>Parameters</th>
<th>Predictive quantities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\theta_1$</td>
<td>$\ldots$</td>
</tr>
<tr>
<td>1</td>
<td>$\theta_1^1$</td>
<td>$\ldots$</td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\ddots$</td>
</tr>
<tr>
<td>L</td>
<td>$\theta_1^S$</td>
<td>$\ldots$</td>
</tr>
</tbody>
</table>
Example: a regression model for forecasting elections

<table>
<thead>
<tr>
<th>sim</th>
<th>σ</th>
<th>β₀</th>
<th>β₁</th>
<th>β₂</th>
<th>ŷ₁</th>
<th>ŷ₂</th>
<th>...</th>
<th>ŷ₅₅</th>
<th>...</th>
<th>ŷ₄₃₅</th>
<th>∑ᵢ I(ŷᵢ &gt; 0.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.065</td>
<td>.19</td>
<td>.62</td>
<td>.067</td>
<td>.69</td>
<td>.57</td>
<td>...</td>
<td>NA</td>
<td>...</td>
<td>.79</td>
<td>251</td>
</tr>
<tr>
<td>2</td>
<td>.069</td>
<td>.25</td>
<td>.50</td>
<td>.097</td>
<td>.75</td>
<td>.63</td>
<td>...</td>
<td>NA</td>
<td>...</td>
<td>.76</td>
<td>254</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>.067</td>
<td>.23</td>
<td>.51</td>
<td>.089</td>
<td>.73</td>
<td>.57</td>
<td>...</td>
<td>NA</td>
<td>...</td>
<td>.69</td>
<td>251</td>
</tr>
<tr>
<td>median</td>
<td>.068</td>
<td>.20</td>
<td>.58</td>
<td>.077</td>
<td>.73</td>
<td>.65</td>
<td>...</td>
<td>NA</td>
<td>...</td>
<td>.72</td>
<td>253</td>
</tr>
<tr>
<td>mean</td>
<td>.067</td>
<td>.20</td>
<td>.58</td>
<td>.078</td>
<td>.73</td>
<td>.65</td>
<td>...</td>
<td>NA</td>
<td>...</td>
<td>.72</td>
<td>252.4</td>
</tr>
<tr>
<td>sd</td>
<td>.003</td>
<td>.02</td>
<td>.04</td>
<td>.007</td>
<td>.07</td>
<td>.07</td>
<td>...</td>
<td>NA</td>
<td>...</td>
<td>.07</td>
<td>3.1</td>
</tr>
</tbody>
</table>
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Simple models that can be fit successfully

Complex models that cannot be fit, or that give nonsensical results
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Homework due beginning of class 2b

All assignments are at http://www.stat.columbia.edu/~gelman/bda.course/homeworks.pdf

- Theory problem: prior distributions for the exponential distribution
- Computing problem: arranging national poll data by state, Bayesian inference estimating prior distribution using method of moments
- Applied problem: noninformative, subjective, and weakly informative prior distributions
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