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21 cubic B-splines
Random draws from spline model with independent normal $N(0,1)$ priors for coefs
Linear and spline fits to data
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Sum of discretized prediction ‘tree’ models:

\[ Y = g(z, x; T_1, M_1) + g(z, x; T_2, M_2) + \cdots + g(z, x; T_m, M_m) + \epsilon, \]
Bart and interactions

Data and fitted model; estimated treatment effect on treated units:
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Draws from Gaussian process priors

Figure 21.1 Random draws from the Gaussian process prior with squared exponential covariance function showing different values of the amplitude parameter $\tau$ and the characteristic length scale parameter $l$. 
Figure 21.2 Posterior draws of a Gaussian process $\mu(x)$ fit to ten data points, conditional on three different choices of the parameters $\tau, l$ that characterize the process. Compare to Figure 21.1, which
Bayes inference with unknown amplitude and scale parameters

Figure 21.3 Marginal posterior distributions for Gaussian process parameters $\tau$, $l$ and error scale $\sigma$, and posterior mean and 90% region for $\mu(x)$, given the same ten data points from Figure 21.2.
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A striking pattern in birthdates

Valentine’s Day: Two-Week Window

Halloween: Two-Week Window

* $p < .001$
Looking at all the days at once
A decomposition using Gaussian processes

Relative Number of Births in USA

Trends
- - - Slow trend
- Fast non-periodic component

Day of week effect
- * - 1972
- - - 1980
- - - - 1988

Seasonal effect
- * - 1972
- - - 1980
- - - - 1988

Day of year effect
- * - Valentine’s day
- - - Leap day
- - - April 1st
- - - Memorial day
- - - Independence day
- - - Labor day
- - - Thanksgiving
- - - Christmas
- - - New year
The model

\[ y_t(t) = f_1(t) + f_2(t) + f_3(t) + f_4(t) + f_5(t) + \epsilon_t \]

- **Long-term trends:**
  \[ f_1(t) \sim GP(0, c_1), \quad c_1(t, t') = \sigma_1^2 \exp \left(-\frac{|t-t'|^2}{l_1^2}\right) \]

- **Short-term variation:**
  \[ f_2(t) \sim GP(0, c_2), \quad c_2(t, t') = \sigma_2^2 \exp \left(-\frac{|t-t'|^2}{l_2^2}\right) \]

- **Weakly quasi-periodic:**
  \[ f_3(t) \sim GP(0, c_3), \quad c_3(t, t') = \sigma_3^2 \exp \left(-2 \sin^2 \left(\frac{\pi (t-t')}{7}\right)\right) \exp \left(-\frac{|t-t'|^2}{l_3^2}\right) \]

- **Yearly smooth seasonal:**
  \[ f_4(t) \sim GP(0, c_4), \quad c_4(s, s') = \sigma_4^2 \exp \left(-2 \sin^2 \left(\frac{\pi (s-s')}{365.25}\right)\right) \exp \left(-\frac{|s-s'|^2}{l_4^2}\right) \]

- **13 pre-chosen special days:**
  \[ f_5(t) = I_{\text{special day}}(t) \beta_a + I_{\text{weekend}}(t)I_{\text{special day}}(t) \beta_b \]

- **Unstructured residual:**
  \[ \epsilon_t \sim N(0, \sigma^2) \]
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Problems with the inferences?
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Regression for survival data
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21.4. Functional data analysis

- Data are random functions
- Item $i$, observation time $j$ at time $t_{ij}$:

$$ y_{ij} \sim N(f_i(t_{ij}), \sigma^2) $$

- With predictors $x_i$:

$$ y_{ij} \sim N(f(x_i, t_{ij}), \sigma^2) $$

- Gaussian process prior $f \sim \text{GP}(m, c)$
- Cov matrix could have squared exponential form:

$$ \tau^2 \exp \left( - \sum_{j=1}^{p} \frac{(x_j - x_j')^2}{l_j^2} + \frac{(t - t')^2}{l_{p+1}^2} \right) $$
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Logistic Gaussian process for density estimation

- Prior distribution for a probability density:
  - $f(y)$ is a Gaussian process
  - Density function:
    $$ p(y|f) = \frac{e^{f(y)}}{\int e^{f(y')} dy'} $$

- Alternative form:
  $$ p(y) = g_0(y) \frac{e^{W(G_0(y))}}{\int e^{W(v)} dv} $$

- $W(t)$ is a Gaussian process on $[0, 1]$
- $g_0(y)$ is a specified probability density function
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